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Abstract: This paper presents five new formulas for approximation of cumulative standard 
normal probabilities. Two of these approximations are polynomial based and are only accurate 
for 10 ≤≤ z ; the other three formulas are accurate on the interval 4.34.3 ≤≤− z which is the 
domain often used in normal tables. We recommend the last of these new formulas.  

1. Introduction 

Much research has been done to find approximations for the area under the standard 
normal curve. Some of this work was done to replace the tables of cumulative standard normal 
probabilities that are found in most probability and statistics books. In these tables, numerical 
techniques were used to determine the cumulative standard normal probabilities since the 
integration of the normal density function cannot be done by elementary methods. Other work 
has been done for the purpose of curiosity.  

In this paper, the goal is to develop simple functions that give good approximations of the 
cumulative standard normal probabilities. 

Good approximations should have various properties. They should  

(a) be simple in form  

(b) have simple coefficients  

(c) be invertible  

(d) have very good accuracy  

(e) not require different forms over different intervals  

(f) have a logical asymptotic form.  
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Accuracy can be measured by the maximum error or by the maximum relative error or by some 
other performance measure.  

The standard normal probability density function (pdf) and the cumulative distribution function 

(cdf) are e xx 2/2
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2. Overview of the Approximations of the Normal Standard Cumulative Function  

Work found in the literature to approximate the area under the normal curve is divided 
into two groups. One group offers simple formulas with reasonable accuracy, the other offers 
less simple formulas but high accuracy. Discussion of some methods appears in Johnson, Kotz, 
and Balakrishnan [1]. Shah[2] found a very simple formula, but it does not approximate the area 
well in many regions.  

( ) 10/4.45.)( zzzS −=−Φ , 2.20 ≤≤ z , 

                   0.49,                6.22.2 ≤≤ z , 

                   0.5,                            6.2≥z . 

Norton [3] obtained two approximations and his results were more accurate than Shah’s[2], but 
also more complicated.  
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Norton uses tttN /)()( φ=Φ  for 6.2>t  or 7.2>t  respectively, ( )tφ  is the standard normal p.d.f.  

Bryc[4] found two nice approximations with an error less than 0.5% . One of these formulas was 
found to offer a more accurate alternative to a formula that was found by Hart[5, 6]. Bryc’s 
formula  
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has a largest error 0f 0.00071 occurs in the range 13.107.1 ≤≤ z . Hoyt[7], Cody[8], and others 
found some additional approximations. 
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Waissi and Rossin[9] found an approximation that has the form of sigmoid function. The 
approximation function for, 88 +≤≤− z , has the form  
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where 0004406.01 −=β , 0418198.02 =β , 9.03 =β . The error of this approximation varies 
between 0000431.0± for 88 +≤≤− z . 

3. Five New Approximations 

The cumulative distribution function of a standard normal distribution, given by 
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 for 0>z , 

can be approximated by a polynomial over a specific domain such as [0,3], which is the domain 
often used in normal tables. One way to get such a polynomial would be to use a Taylor’s series 

expansion of 2

2t

e
−

. So for 0≥z , the cumulative distribution function is given by 

( ) ...01187.009974.0066490.0398942.05.0 753 +−+−−=Φ zzzzz  . 

One approximation would be  

( ) 53
1 09974.0066490.0398942.05.0 zzzz +−−=Φ . 

Figure 1 illustrates the difference between ( )z1Φ and ( )zΦ . The error of approximation is very 
small for 10 ≤≤ z . Another polynomial can be obtained by using regression and regressing 
( )zΦ on 53 ,, zzz where 

0.3...,,2.0,1.0,0=z  

with the values of  ( )zΦ  taken from a normal table. This approximation is given by 

( ) 53
2 01645.0037758.0368929.50.0 zzzz +−−=Φ . 

Figure 2 illustrates the difference between ( )z2Φ and ( )zΦ . Again this polynomial 
approximation is very accurate for the region 10 ≤≤ z .2. The reason why these approximations 
are not good for large z  is that for any polynomial ( )zf , ( )zf

z ∞→
lim is ∞± , whereas ( ) 1lim =Φ
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z
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A very good approximation, based on the structure found by Waissi [8], but with different 
values, is as follows.  

The model is  

( ) ( )( ) 11 −
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After using regression analysis with  

4.3,3.3...,,2.0,1.0,0...,3.3,4.3 −−=z  

our new approximation will be given by 

( ) ( ) 1604326.1039547.0000345.0
3

53

1
−−−+=Φ zzzez . 

Figure 3 shows the difference between ( )z3Φ  and ( )zΦ . 

Another approximation can be obtained by using same formula, but regressing on 3, zz only. 

The formula obtained is 

( ) ( ) 10674.06101.10054.0
4

3
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Figure 4 shows the difference between ( )z4Φ  and ( )zΦ . This approximation has a simple form 
yet is very accurate. 

A function of the form  

( ) bAzez −−=Φ 5.01  

can be used as an approximation to the standard normal cumulative function. By using regression 
analysis and after rounding the coefficient to one decimal place, the approximation obtained is 

( ) 3.12.1
5 5.01 zez −−=Φ . 

Figure 5 shows the difference between ( )z5Φ  and ( )zΦ . Figure 6 shows ( )z5Φ and ( )zΦ  

overlaid, for 0>z  .  This last approximation has a simpler form than ( )z4Φ and ( )z3Φ , but is not 

as accurate.  
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4. Conclusion 

In this paper, some approximations to the standard normal cumulative distribution 
function are found. Some of these approximations have simple form but do not achieve accuracy, 
others are more complicated in form but achieve accuracy. Two formulas which are simple in 
form and accurate are found. The final formula )(5 zΦ  satisfies ALL of the desirable properties 
given in the introduction and we recommend it.  
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