Theoretical study of space focusing in linear time-of-flight mass spectrometers
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In response to continued improvements in the production of “cold” atoms, molecular beams, and in electronic timing resolution, the issue of space focusing in linear time-of-flight (TOF) mass spectrometers is reevaluated. Starting with the Wiley–McLaren [W. C. Wiley and I. H. McLaren, Rev. Sci. Instrum. 26, 1150 (1955)] condition for first-order space focusing in the conventional two-field system, we extend the approach to higher orders in more complicated situations. A general, solvable, set of equations for satisfying n-order space focusing in an m-field regime is derived. We demonstrate quantitatively that if higher orders of space focus are employed, then provided the initial velocity distribution of the ions is sufficiently narrow, a significant improvement in the mass resolution can be achieved. The conclusions drawn have important implications for the design of the next generation of TOF instruments. © 2001 American Institute of Physics.
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I. INTRODUCTION

Time-of-flight (TOF) mass spectrometry is a well-established and widely used technique for determining the identities, relative concentrations, and energies of ions. The simplest system consists of an acceleration region followed by a field-free “drift” region, which together disperses the ions’ “time-of-flight” according to their mass and charge. Over the years there have been significant improvements in the basic design, some of which invoke substantial changes in geometry to optimize the mass resolution. A variety of approaches have been used, including sector analyzers,1–3 the “reflectron” design,4,5 quadratic extraction fields,6,7 time-dependent extraction fields—so-called “impulse-field focusing,”8,9 and the employment of additional parabolic reflectors to improve detection efficiency.10 A review of TOF methods has been undertaken by Price and Milnes.11 The widespread use of this technique has led to exotic applications such as analyzing the dust in the tail of Halley’s comet,12 imaging Bose–Einstein condensation,13 and identifying biological materials with high mass numbers (≈ 1015).14

The traditional limitations to the mass resolution have been due to the velocity and spatial distributions of the source. The simplest gas sources, provided by effusive beams, suffer from a broad, Maxwell–Boltzmann velocity spread that can dominate over the effects of the ion source’s spatial extent. Wiley and McLaren15 introduced “space focusing,” which endeavors to ensure that the ion time of flight is independent of small changes in initial position. As we have already alluded, this insensitivity is very important because in any practical situation the interaction region will have a finite size and so limit the mass resolution. First-order space focusing is often sufficient to accommodate the velocity spread associated with thermal ions. However, there has been considerable experimental effort over the years to reduce the velocity distribution of the ions. The use of supersonic beams in ionization experiments is one method that results in a much smaller transverse velocity spread. Another example is the use of laser cooling techniques leading to very “cold” trapped atoms with temperatures down to ≈ 1 μK—or colder in the case of Bose–Einstein condensation.

With these reductions in the velocity spread, it is timely to reexamine the simple linear TOF design and to optimize its space-focusing characteristics. Its relatively simple yet highly efficient design can detect particles over 4π sr. It can also be used easily in conjunction with other types of particle analyzers, enabling coincidence experiments. Consequently, the linear TOF geometry is still widely employed and continues to be developed. For example, the cold-target recoil-ion mass spectrometry technique has been developed by Schmidt–Böcking and his co-workers over the last ten years.16 This “momentum imaging” method, used in both photoionization and collision-induced ionization processes, detects an emitted electron and employs a precooled localized supersonic beam to optimize the momentum resolution of the detected recoil ion. This elegant technique, recently reviewed by Ullrich et al.,17 has been used in a variety of pioneering atomic and molecular physics experiments. Despite the complexity of their spectrometer configuration, the two-dimensional position-sensitive detection system and its timing electronics, is based essentially on a two-field TOF geometry. In order to study photoionization fragmentation processes, Eland18 and Lavollée19 have also developed linear two-field TOF systems that similarly map the ion’s three momentum components. Moreover, the sophisticated detection system of Lavollée has been used recently to map the momenta of two near-threshold electrons arising from photodouble ionization of helium using the same TOF technique.20 Other applications of the two-field system in-
clude the determination of free energies and rate constants associated with the dissociation of molecular ions, the detection of large molecular clusters and the imaging of the angular distributions of state-selected photodissociation products. However, a different—although obviously related—set of defining parameters will be adopted, which more readily lend themselves for extension to \( m \) fields and/or \( n \)-order space focusing. The merits of introducing the extra complexity will also be discussed. To place things in context, we will briefly review the one- and two-field situations before presenting the general case, which although complicated has a straightforward, solvable form. It is interesting, therefore, to note that Srivastava, Iga, and Rao have segmented their drift tube ward, solvable form. It is interesting, therefore, to note that general case, which although complicated has a straightforward-view the one- and two-field situations before presenting the one-field TOF design, one can easily returning to the one-field TOF design, one can easily show that for \( u_0 = 0 \) (the initial condition that is usually assumed in space-focusing design) the \( (dT/dD_1)_{D_1} = 0 \) condition results in the constraint: \( \Delta T = 0 \). Thus when \( u_0 = 0 \) first-order space focusing is simply fixed by the appa-
ratus geometry, independent of the strength of the electric field. However, since \((d^2T/dD^2)_1 = 0\) requires \(L_2 = 2/3\), it is not possible to set simultaneously the first two terms in Eq. (3) to equal zero. Second—and higher—order space-focusing conditions require more acceleration regions in the TOF design.

The commonly used two-field TOF system [Fig. 1(b)] has similar time and terminal velocity equations corresponding to Eqs. (1) and (2):

\[
T_2 = \frac{v_1 - u_0}{a_1} + \frac{v_2 - v_1}{a_2} + \frac{D_3}{v_2^2},
\]

\[
v_2 = (u_0^2 + 2a_1D_1 + 2a_2D_2)^{1/2},
\]

where \(v_1\) is still given by Eq. (2). In evaluating the derivatives, it is more useful to adopt certain dimensionless quantities as these turn out to be the most appropriate parameters in space-focusing design. In the two-field case we make the substitutions: \(R_1 = E_2/E_1\), \(L_2 = D_1/D_1\), and \(L_3 = D_2/D_1\) (generally, \(R_i = E_i/E_1\) and \(L_i = D_i/D_1\)), and show that

\[
\frac{v_2^2}{2a_1D_1} = \frac{u_0^2 + 2a_1D_1 + 2a_2D_2}{2a_1D_1} = \frac{u_0^2}{2a_1D_1} + 1 + \frac{R_2L_2}{X} + \frac{R_2L_2}{X} = K_2,
\]

where \(X = 1\) when \(a_0 = 0\). Therefore,

\[
\left(\frac{v_2}{v_1}\right)^2 = \frac{2a_1D_1}{v_1^2} = \frac{X + R_2L_2}{X} = 1 + \frac{R_2L_2}{X} = K_2.
\]

The physical significance of the dimensionless quantity \(K_2\) is that it is equal to the square of the ratio of the ion’s axial momentum after the second field to that at the exit of the first extraction field. More usefully, \(K_2\) (in general, \(K_m\)) is employed to minimize the complexity of the subsequent equations. Second-order focusing requires both \((dT/dD_1)\) and \((d^2T/dD^2_1)\) to be zero, which can be shown to be satisfied by the following two simultaneous equations:

\[
2XK_2 \left[K_2^{0.5} \left(1 - \frac{1}{R_2}\right) + \frac{1}{R_2^2} \right] - L_3 = 0,
\]

\[
2XK_2 \left[K_2^{1.5} \left(1 - \frac{1}{R_2}\right) + \frac{1}{R_2^2} \right] - 3L_3 = 0.
\]

It is important to recognize that although there are five experimental variables \((E_1, E_2, D_1, D_2, \text{ and } D_3)\) in the two-field case it is the ratios of electric-field strengths and the lengths, all with respect to the first acceleration region, that appear in space-focusing conditions (8) and (9). First-order focusing requires only the constraint of Eq. (8); therefore, there exists the freedom to set the values of two parameters (e.g., \(L_2\) and \(L_3\)) and the third \((R_2)\) is fixed appropriately.

In second-order space focusing, however, only one parameter can independently be assigned a value, since the other two then follow from Eqs. (8) and (9). At the present time, the two-field TOF mass spectrometer is very widely used, and in many cases only first-order space focusing is required. There are enough parameters to satisfy this condition and still have flexibility in operation. Even second-order space focusing is reasonably straightforward to obtain, in principle, although in Sec. IIIA we will show that in order for the benefits of space focusing to be fully realized, the accuracy of the parameters (i.e., the \(R_2\), \(L_2\) and \(L_3\) ratios) must be better than \(-0.1\%–1\%). If tuning the electric fields can compensate for any errors in these values, then the space-focus condition can be achieved in practice. If, however, there is a dimensional constraint—as in the two-field case tuned for a second-order focus (since \(L_2\) and \(L_3\) are coupled)—the space-focus condition is not straightforward, since it is virtually impossible to construct the apparatus to the required accuracy.

The general experimental need for a more sophisticated TOF design—yet still based on simple uniform electric fields—and the relative simplicity of Eqs. (8) and (9) prompted us to search for the general relations for an \(m\)-field TOF system with \(n\)-order space focusing. As before, the TOF equation is simply the sum of the times spent in each region, which can be generalized to the \(m\)-field case to be

\[
T_m = \frac{v_1 - u_0}{a_1} + \sum_{i=2}^{m} \frac{v_i - v_{i-1}}{a_i} + \frac{D_{m+1}}{v_m}.
\]

Similarly, the velocity after traversing the \(n\)th field is given by

\[
v_m = \left(u_0^2 + \sum_{i=1}^{m} 2a_iD_i\right)^{1/2},
\]

or, more usefully,

\[
\left(\frac{v_m}{v_1}\right)^2 = 1 + \sum_{i=2}^{m} \frac{R_iL_i}{X} = K_m,
\]

where, as in Eq. (7),

\[
X = 1 + \frac{u_0^2}{2a_1D_1} \left(1 + \frac{Mnu_0^2}{2D_1ZeE_1}\right) = 1 + \frac{U_0}{D_1E_1}.
\]

Equation (13) reveals a particularly important property of the general space-focusing condition, namely, that it is dependent on the ion’s ‘‘axial’’ velocity (i.e., due to the velocity component along the TOF axis). For the purpose of the present discussion, the \(X = 1\) condition is imposed. Hence, although the space-focus conditions do not depend explicitly on the magnitudes of \(E_1\) and \(D_1\), their values will affect the legitimacy of this approximation. In particular, \(E_1\) and \(D_1\) must be set to ensure \(u_0^2/2a_1D_1\) is close to zero, which suggests that space focusing will work best for low-energy ions [i.e., \(U_0(eV) \ll D_1E_1\)].

In an \(m\)-field system \((m>2)\), there exists a general set of \(n\) simultaneous equations that need to be solved for the \(n\)th-order focusing condition, i.e., \(\{(dT/dD_1)\}_{m} = 0\}_{j=1,n}.\) The set, expressed in terms of the parameters of the TOF system, can be simplified to
\begin{equation}
2XK_m \left[ \frac{1}{R_m} + K_m^{-1/2} \left( 1 - \frac{1}{R_2} \right) + \sum_{i=2}^{m-1} \left( \frac{K_m}{K_i} \right)^{-1/2} \right] \times \left( \frac{1}{R_i} - \frac{1}{R_{i+1}} \right) - (2j-1)L_{m+1} = 0 \right)_{j=1-n}.
\end{equation}

This set depends on \( R_k, L_k \) \((k = 2 \text{ to } m \text{ in steps of } 1)\) and \( L_{m+1} \); the total number of these variables is then equal to \((2m-1)\). Since the number of equations in the set that can be satisfied simultaneously is equal to the number of parameters, the highest order of the space-focus condition \((n_{\text{max}})\) that can be achieved is given by \( n_{\text{max}} = 2m-1 \). It should be noted, however, that for all cases with \( m > 1 \), the maximum order of space focus can only be achieved by setting \( L_{m+1} = 0 \). For example, in the previously discussed two-field case, third-order focusing should be technically possible. However, the third-order solution occurs when either \( L_3 = 0, L_3 = -1, R_2 = 1 \) or \( L_2 = 0, L_2 = -1, R_2 = -1 \); the first is unphysical and the second results in a terminal velocity of zero for ions starting at \( D_f \), and ions from \( D_1 < D_f \) never reach the detector. Thus, for \( m > 1 \) only a space-focus order as high as \( 2m-2 \) is potentially useful in practice. Even so, the technical difficulties in achieving that highest \((2m-2)\)th order condition are severe, as we indicated earlier in the two-field case. Consequently, since \( m = 1 \) is the number of adjustable electric-field ratios, space focusing would be more reliably achieved in a design if one considered \( m = 1 \) to be the highest practicable order.

In the case of a three-field system [see Fig. 1(c)], the parameters are \( R_2, R_3, L_2, L_3, \) and \( L_4 \) and the set of equations derived from Eq. (14) for \( j = 4 \) are, respectively,

\begin{align*}
2XK_3 \left[ (K_3)^{0.5} \left( 1 - \frac{1}{R_2} \right) + \frac{K_3}{K_2} \left( 1 - \frac{1}{R_3} \right) + \frac{1}{R_3} \right] - L_4 &= 0, \quad (15) \\
2XK_3 \left[ (K_3)^{1.5} \left( 1 - \frac{1}{R_2} \right) + \frac{K_3}{K_2} \left( 1 - \frac{1}{R_3} \right) + \frac{1}{R_3} \right] - 3L_4 &= 0, \quad (16) \\
2XK_3 \left[ (K_3)^{2.5} \left( 1 - \frac{1}{R_2} \right) + \frac{K_3}{K_2} \left( 1 - \frac{1}{R_3} \right) + \frac{1}{R_3} \right] - 5L_4 &= 0, \quad (17) \\
2XK_3 \left[ (K_3)^{3.5} \left( 1 - \frac{1}{R_2} \right) + \frac{K_3}{K_2} \left( 1 - \frac{1}{R_3} \right) + \frac{1}{R_3} \right] - 7L_4 &= 0. \quad (18)
\end{align*}

First-order space focusing is achieved by finding a set of parameters which satisfies Eq. (15), for second-order, Eqs. (15) and (16); for third-order, Eqs. (15)–(17); and for fourth-order, Eqs. (15)–(18). Those equations can be solved numerically for the parameters using standard mathematical software, such as MATHCAD or MATHEMATICA. However, in optimizing the design there are other considerations which may have an effect on which set of solutions are adopted. The space and velocity contributions to the mass resolution are two such criteria, and it is to them that we now turn.

### B. Mass resolution

The mass resolution of a TOF mass spectrometer is simply related to its capability to separate adjacent mass numbers. This in turn depends on (a) the size of the interaction region and the space-focusing order and (b) the axial velocity distribution of the ions. Combining the two effects is extremely complicated (see Refs. 28 and 29), but following Wiley and McLaren,\(^{15}\) we will treat the effects independently and then compare their contributions to the overall resolution.

The ion time of flight given in Eq. (10) is directly proportional to \( \sqrt{M} \) when \( u_0 = 0 \), a relation that is valid regardless of the number of electric-field regions in the design. Thus, the time separation for adjacent masses \((\Delta M = 1)\) is given by

\[
T_{M+1} - T_M = T_M \left[ \frac{M+1}{M} \right]^{1/2} - 1 = T_M \left[ \left( 1 + \frac{1}{M} \right)^{1/2} - 1 \right] = \frac{T_M}{2M}.
\]

A measure of the space resolution \( M_s \) is the maximum value of the mass number \( M \), for which

\[
\Delta T_s \leq (T_{M+1} - T_M) = \frac{T_M}{2M},
\]

where \( \Delta T_s \) corresponds to the difference between opposite extremes of the ion TOF peak. This can be obtained using Eq. (3) for a specific space-focused TOF design and interaction region size. In order to evaluate that expression, one needs the general form of the \( j \)th derivative, which is related to Eq. (14) and is given explicitly by

\[
\frac{d^j T}{dD_1^j} = \left[ \frac{a_i D_1 (1)^{j+1}}{v_m^{2j+1}} \right] \left[ 2XK_m \left( \frac{1}{R_m} + K_m^{-1/2} \left( 1 - \frac{1}{R_2} \right) \right) \right. \\
+ \left. \sum_{i=2}^{m-1} \left( \frac{K_m}{K_i} \right)^{-1/2} \left( \frac{1}{R_i} - \frac{1}{R_{i+1}} \right) \right] - (2j-1)L_{m+1}.
\]

The first term of Eq. (21) is only zero in unphysical situations, (i.e., if any of the following are true: \( \alpha_i = 0, D_i = 0, v_m = \infty \)) and was, therefore, excluded from Eq. (14). Some caution should be applied when using Eq. (21) in Eq. (3), since the applicable range of length deviation \( z \) from \( D_1 \) is small and depends on the order of space focusing employed. For a given design, it is more reliable to evaluate \( \Delta T_s \) directly by determining \( T \) using Eq. (10) across the interaction region. More significantly, the TOF deviations \( \Delta T \) as a function of \( D_1 = D_1 - z \rightarrow D_1 + z \), have a shape that depends on the order of space focusing, regardless of the number of electric fields used. In general, the odd-numbered orders display a nearly symmetric profile, whereas the even orders have an antisymmetric shape with a point of inflection at \( D_1 \).
(this is later illustrated in Fig. 6). This means the overall time spread across the interaction region is \( \sim 2 \Delta T(\bar{D}_1 + s) \) for even orders, but is only \( \sim \Delta T(\bar{D}_1 + s) \) for odd-order focusing. Consequently, while in general one can achieve an order of magnitude reduction in the time spread by going to the next-higher-order space focusing, a greater improvement will arise when going from an even- to an odd-order condition, rather than vice versa. This will be demonstrated quantitatively in Sec. III.C.

As mentioned earlier, the axial velocity distribution of the ions will contribute significantly to the overall TOF resolution since \( T \) depends on \( u_0 \) [see Eq. (10)]. Initial nonaxial velocities, however, make no contribution to \( T \) and, hence, do not affect the resolution. To investigate the effect of the initial velocity, it is convenient to consider two ions of the same mass formed at the same position \( D_1 \) with equal but opposite initial velocities. The ion that moves away from the detection system is decelerated until it stops, due to \( E_1 \), and then is accelerated back towards the detector. When it returns to \( D_1 \) it will have attained the same initial velocity as the other ion, and so the TOF from that point onwards will be the same. Thus, the time spread is due to the “turn around” time of the ion. By substituting \( u_0 = +u, -u \) into Eq. (10), one can easily show that the turn around time \( \Delta T_{u_0} \) is

\[
\Delta T_{u_0} = \frac{2|u_0|}{a_1} = \frac{2|u_0|mM}{ZeE_1},
\]

where \( T \) is evaluated using Eq. (10) with \( u_0 = 0 \). Substituting the dimensionless parameters we introduced for the space-focusing analysis into Eq. (23) results in

\[
M_{u_0} = \frac{1}{4} \left( \frac{X}{X - 1} \right)^{0.5} \left( 1 - \frac{1}{R_2} \right) + \frac{K^{0.5}}{R_2} + \frac{L_3}{2XK^{0.5}} \right),
\]

for the two-field case. In the general \( m \)-field case \( (m > 2) \), \( M_{u_0} \) can be shown to be given by the following analytical form:

\[
M_{u_0} = \frac{1}{4} \left( \frac{X}{X - 1} \right)^{0.5} \left( 1 - \frac{1}{R_2} \right) + \sum_{i=2}^{m-1} \frac{K_i^{0.5}}{R_i} \left( 1 - \frac{1}{R_{i+1}} \right) + \frac{K_m^{0.5}}{R_m} + \frac{L_{m+1}}{2XK_m^{0.5}} \right). \tag{25}
\]

This expression provides useful insight into how the experimental parameters affect the value of \( M_{u_0} \). Although \( M_{u_0} \) is dependent on all the experimental variables \( u_0, D_1, R_i \), it can be shown that the \( L_{m+1} \) term, pertaining to the length of the field-free section, is by far the most significant. The overall expression, however, is dominated by the \( \sqrt{X/(X-1)} \) factor, since as \( u_0 \rightarrow 0, X \rightarrow 1 \), and so, \( M_{u_0} \rightarrow \infty \); this is expected from first principles and is evident in Eqs. (22) and (23).

Thus, minimizing the axial velocity distribution is crucial for obtaining a high mass resolution. This can be reduced very effectively by, for example, the use of supersonic expansions for the gas source and configuring the TOF axis to be orthogonal to the molecular-beam direction. In circumstances where the parent ion dissociates, however, the velocity distribution of the fragment ions may necessarily be large, and so provide a fundamental limit on the mass resolution. Once \( |u_0| \) has been minimized by appropriate experimental methods, its remaining effect on the mass resolution is further countered by increasing the acceleration \( (a_1) \)—and the distance traveled \( (\bar{D}_1) \)—in the first region [see Eq. (13)]. The choice of the electric-field strength \( (E_1) \) is, therefore, important, which obviously affects the magnitudes of the other fields \( (R_i) \) and the corresponding power supply arrangements. So, ultimately, there is an upper limit on the mass number that can be used in practice.

Having reached that limit, the onus is then put back onto optimizing the space focusing and ensuring that the resolutions \( M_s \) and \( M_{u_0} \) are comparable. It is worth emphasizing that the \( M_{u_0} \) value from Eq. (25) is independent of space focusing. To relate the TOF design parameters to both \( M_s \) and \( M_{u_0} \) requires the set of conditions (14) be solved for \( X \neq 0 \), but with \( X \) being as close to unity as possible. Notice, though, that in Eq. (25), the central summation term, which obviously disappears in the two-field case (24), depends on the combination of the electric-field ratios. Thus, the choice of \( R_i \) and \( D_i \) values used also affects the resolution to some extent. Therefore, in order to uncouple more parameters for a given space-focusing order, and so have flexibility in their choice, an increase in the number of electric fields is generally required.

III. CALCULATION

A. Two-field system

To demonstrate the advantages of using three and four fields, we must first consider the limitations of the conventional two-field linear TOF mass spectrometer [Fig. 1(b)]. To recapitulate, the space-focus-defining variables for this case are \( R_2, L_2 \), and \( L_3 \). In Sec. II A, we concluded that the highest order one could consider useful in principle is \( 2m - 2 \), where \( m \) is the number of fields. In the two-field system, therefore, second order is the highest that should be achievable and this can be done by finding a set of values for \( R_2, L_2 \), and \( L_3 \) that satisfies Eqs. (8) and (9). This was done numerically using MATHCAD 2000™. These solutions are depicted graphically in Fig. 2, where the coupling of any two of the three variables, which should inevitably arise from the satisfaction of the two simultaneous equations, is clearly demonstrated. Since two of the three variables are constrained, and there is only one electric-field ratio \( (R_2) \), a dimensional constraint \( (L_2) \) depends on \( L_3 \) is inevitably associated with a two-field system tuned to second order. In a practical design, thin metal meshes are often used to create the uniform electric fields. These, in turn, produce small perturbations in the field close to the mesh surfaces. Even if meshes are not used, the uniformity of the field across the
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active area of the TOF system is unlikely to be within the required accuracy given below. Clearly, the highest possible accuracy associated with the mechanical lengths depends on the overall scale of the design. Having said this, the dimensions of the system cannot usually be controlled to an accuracy of better than \(-0.1\%–1\%\). It is, therefore, imperative that we test the sensitivity of the second-order space-focus condition to small variations in either \(L_2\) or \(L_3\). This was done using a trial two-field TOF system (a) configured to second-order focus using the design parameters listed in Table I. The time of flights for ions starting different positions within the interaction region were calculated. The difference between these time of flights and that for an ion originating from the center of the interaction region \(D_1 = D_1\) is plotted in Fig. 3 as a function of starting position \(D_1\). The distance \(D_2\) was then increased by 0.01\%, 0.1\%, and 1\% [TOF systems (b), (c), and (d), respectively, in Table I], and the resulting TOF-variation functions are also shown in Fig. 3. Since second-order space focusing results in a point of inflexion at the center of the interaction region (see Fig. 3), the space-focus width \(\Delta T_s\) can be calculated from \(\Delta T_s = T(D_1 + s) - T(D_1 - s)\). The mass resolution \(M_s\), which then follows from \(T(D_1)/2\Delta T_s\) [see Eq. (20)], has also been determined for all the systems (see Table I) with interaction region sizes of \(s = \pm 1\) and \(\pm 2\) mm. The \(M_s\) trends as \(D_2\) is perturbed progressively can be compared to the corresponding value obtained when using a first-order design of similar dimensions [system (e) in Table I]. It is clear that if there is only a 1\% error in \(L_2\), the mass resolution is reduced by about an order of magnitude and the benefit of second-order space focusing is lost. Since \(L_2\) is coupled to \(L_3\), any errors in \(L_2\) cannot be corrected by solely changing \(R_2\), thus the reduction in \(M_s\) cannot be recovered completely. This is a serious practical drawback in the design.

### B. Three fields

Therefore, the question arises whether second order can be obtained more easily and reliably in the three-field situation. Here, the space-focus-defining variables are \(R_2, R_3, L_2, L_3\), and \(L_4\). In order to find a set of values for these parameters which satisfy the second-order space-focusing condition, Eqs. (15) and (16) need to be solved numerically. Some of the solutions are presented graphically in Fig. 4, where it is clear that there is no constraint on the mechanical dimensions \(L_i\). Second-order space focusing fixes two of

![FIG. 3. TOF-variation functions for the two-field systems (a)–(d), whose parameters are given in Table I (see the text for discussion).](image)

| Table I. Comparison of the mass resolutions \(M_s\) for a representative two-field TOF system, based on ions initially at rest. Systems (a)–(d) are configured for second-order space focusing, as discussed in the text, but with a systematic error being increasingly introduced to the \(D_2\) value. A first-order space focused two-field system (e) with the same \(D_1\) and \(D_3\) values is also shown for comparison. |
|---|---|---|---|---|
| \(E_1/V \text{ cm}^{-1}\) | 100 | 100 | 100 | 100 |
| \(E_2/V \text{ cm}^{-1}\) | 132.14 | 132.14 | 132.14 | 132.14 |
| \(D_1/\text{cm}\) | 1 | 1 | 1 | 1 |
| \(D_2/\text{cm}\) | 3.4992 \(\times\) 1.0001 | 3.4992 \(\times\) 1.001 | 3.4992 \(\times\) 1.01 | 3.4992 |
| \(D_3/\text{cm}\) | 15 | 15 | 15 | 15 |
| \(M_s (s = \pm 1 \text{ mm})\) | \(1.3 \times 10^4\) | \(1.0 \times 10^5\) | \(3.4 \times 10^4\) | \(4.5 \times 10^3\) |
| \(M_s (s = \pm 2 \text{ mm})\) | \(1.5 \times 10^4\) | \(1.4 \times 10^4\) | \(9.3 \times 10^3\) | \(2.0 \times 10^3\) | \(2.5 \times 10^3\) |
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the variables, exactly like the two-field scenario, but here there are two electric-field ratios while there exists only one in the two-field TOF design. Hence, the two constrained variables can both be electric-field ratios, leaving the mechanical dimensions free. The “freeing up” of the length ratios has far-reaching implications for the practical implementation of a space-focus design. To demonstrate this, we consider a three-field TOF system (f), with the parameters listed in Table II and with very similar dimensions to (a), configured to second-order space focus. If \( D_2 \) is subjected to a 1% increase [system (g) in Table II], \( M_s (s = \pm 2 \text{ mm}) \) falls from \( 1.7 \times 10^3 \) to \( 2.4 \times 10^3 \), a similar effect to that observed in going from systems (a) to (d) \((1.5 \times 10^3 \rightarrow 2.0 \times 10^3)\). In the three-field case, however, since there are no dimensional constraints, the second-order space-focus condition can be regained by simply adjusting \( E_2 \) and \( E_3 \) to compensate for the increase in \( D_2 \). By changing \( E_2 \) and \( E_3 \) to 127.66 and 45.88 V cm\(^{-1}\), respectively [system (h) in Table II], \( M_s \) increases from \( 2.4 \times 10^3 \) to \( 1.7 \times 10^4 \), and the second-order space-focus condition is regained. The TOF-variation functions for these three cases are shown in Fig. 5. In this example, the error in \( D_2 \) was known, so one could recalculate the new values of \( E_2 \) and \( E_3 \). In a practical situation, one would not know where the error lay, hence, the fields would have to be tuned to optimize the TOF peak full width at half maximum. This operational flexibility is a distinct advantage in using a three-field TOF system for second-order space focusing.

We now ask whether higher orders can be obtained in the three-field case. In principle, space focusing up to the fourth order should be achievable. The familiar problem, however, of constrained dimensions arises for third- and fourth-order space focusing, since there exist only two electric-field ratios. Hence, we believe that it is not realistic to expect to obtain these higher-order space-focusing conditions using a three-field TOF system and it is simpler to employ more fields to achieve the same aim. The conclusions drawn for the two- and three-field systems are in line with the assertion in Sec. II A that \( m - 1 \) is the highest practicable order that one should consider.

### C. Four fields

In the previous section, we concluded that if third-order space focusing is required, a four-field device would be easier to configure than a three-field device. We will now
investigate the benefits of third-order space focusing in terms of the overall mass resolution by comparing the TOF systems (i)–(k) tuned, respectively, to first-, second-, and third-order space focusing, see Fig. 6. The dimensions of the three four-field systems are identical and the values of the space-focus-defining parameters are listed in Table III. Unfortunately, the mass resolutions calculated for these four-field systems cannot be compared directly with those of the two- and three-field systems listed in Tables I and II. This is because third-order solutions in the four-field geometry require $L_5$ to be at least $\sim 30$. Nevertheless, the effect of the transitions from first to second to third-order space focusing, within the four-field regime, can still be demonstrated. Using the larger of the two interaction regions ($s = \pm 2 \text{ mm}$), the values for $M_s$ associated with systems (i)–(k) are $1.8 \times 10^4$, $1.2 \times 10^5$, and $1.1 \times 10^6$. As expected, $M_s$ increases with each order of space focus by approximately an order of magnitude.

In designing a TOF mass spectrometer, one should also consider the effect that the initial axial velocity distribution has on the overall mass resolution. There is clearly no point tuning a spectrometer to a higher order of space focus if $M_s$ is already more than an order of magnitude higher than $M_{u_0}$. In this case, efforts should be made to minimize the effects of the velocity distribution if possible. Values for $M_{u_0}$ associated with systems (i)–(k) are also listed in Table III. The energies considered are $2.6 \times 10^{-2}$, $8.6 \times 10^{-5}$, $8.6 \times 10^{-8}$, and $8.6 \times 10^{-11}$ eV, corresponding to temperatures of 300, 1, $1 \times 10^{-3}$, and $1 \times 10^{-6}$ K, respectively. It is clear from Table III that if the interaction region is considered to have dimensions $s = \pm 2 \text{ mm}$, no significant improvement in the overall mass resolution will be realized in going from first to second orders at room temperature (300 K) for a TOF apparatus of this overall length. At 1 K, a transverse temperature now routinely achieved in molecular beams, there is a good case for configuring the system to second order since in system (i) $M_{u_0}$ is only $\sim 8$ times lower than $M_s$. However, as we have already said, combining the two effects together to yield the overall resolution is rather an involved task and has not been attempted in this study. At 1 mK and below, third-order space focusing should be employed.

IV. DISCUSSION

Using the ideas arising from this study, the following conclusions can now be drawn regarding the design of linear TOF mass spectrometers.

1. The space-focus contribution to the overall mass resolution should be approximately an order of magnitude lower than that arising from the initial on-axis velocity distribution. If it has a greater contribution than this, then a significant improvement to the mass resolution will occur if the system is tuned to a higher order of space focus.

2. The technology associated with the ionization of cold gas targets is now advanced enough that second-order space focusing is essential. At some point in the future, third-order focusing may well be beneficial.

3. The number of fields employed in the TOF system should ideally not be lower than $n + 1$, where $n$ is the order of space focus required. Thus, second-order space focusing requires three fields; third order needs four fields.

4. While the space focus condition itself does not depend on the absolute values of $E_1$ and $D_1$ when $X = 1$, this approximation relies on the energies of the ions being much

![Four fields](image-url)

FIG. 6. TOF-variation functions for four-field TOF systems configured to (a) first-order, (b) second-order, and (c) third-order space focusing, corresponding to systems (i)–(k) in Table III. Note the change in the y-axis scales and the symmetry of the profiles with order.

<table>
<thead>
<tr>
<th>Four-field TOF systems</th>
<th>(i)</th>
<th>(j)</th>
<th>(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1/N \text{ cm}^{-1}$</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$E_2/N \text{ cm}^{-1}$</td>
<td>100</td>
<td>100</td>
<td>90.66</td>
</tr>
<tr>
<td>$E_3/N \text{ cm}^{-1}$</td>
<td>200</td>
<td>134.61</td>
<td>217.98</td>
</tr>
<tr>
<td>$E_4/N \text{ cm}^{-1}$</td>
<td>127.24</td>
<td>191.28</td>
<td>122.04</td>
</tr>
<tr>
<td>$D_1/\text{cm}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$D_2/\text{cm}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$D_3/\text{cm}$</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$D_4/\text{cm}$</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$D_5/\text{cm}$</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$M_s$ ($s = \pm 1 \text{ mm}$)</td>
<td>$7.8 \times 10^4$</td>
<td>$9.2 \times 10^5$</td>
<td>$2.1 \times 10^7$</td>
</tr>
<tr>
<td>$M_s$ ($s = \pm 2 \text{ mm}$)</td>
<td>$1.8 \times 10^5$</td>
<td>$1.2 \times 10^6$</td>
<td>$1.1 \times 10^8$</td>
</tr>
<tr>
<td>$M_{u_0}$ (2.6$ \times 10^{-2}$ eV)</td>
<td>$1.2 \times 10^2$</td>
<td>$1.1 \times 10^3$</td>
<td>$1.1 \times 10^5$</td>
</tr>
<tr>
<td>$M_1$ (8.6$ \times 10^{-8}$ eV)</td>
<td>$2.2 \times 10^3$</td>
<td>$1.9 \times 10^4$</td>
<td>$1.9 \times 10^6$</td>
</tr>
<tr>
<td>$M_2$ (8.6$ \times 10^{-11}$ eV)</td>
<td>$6.8 \times 10^4$</td>
<td>$6.1 \times 10^5$</td>
<td>$6.1 \times 10^7$</td>
</tr>
<tr>
<td>$M_{u_0}$ (8.6$ \times 10^{-13}$ eV)</td>
<td>$2.2 \times 10^6$</td>
<td>$1.9 \times 10^8$</td>
<td>$1.9 \times 10^{10}$</td>
</tr>
</tbody>
</table>
smaller than the $D_1 E_1$ product. Hence, the extraction field ($E_1$) should be as high as practically possible. This, in turn, affects the values of the other fields and obviously shortens the overall ion time of flight. Consequently, this places more stringent demands on the timing resolution, dynamic range, and dead time of the electronics. Increasing $E_1$ also results in higher collection efficiency and a lower velocity contribution to the mass resolution.

It is debatable whether the practical implementation of all the ideas in this article will result in a significant improvement in the TOF mass resolution at the present time. This largely depends on the specific application and the overall length of the TOF system employed. Nevertheless, the realization of second-order space focusing is certainly important, which up until now has generally been attempted using two fields. In this study, we have demonstrated that this order of space focusing can most easily and reliably be achieved if three or more fields are used. Laser-cooling methods may further benefit from the use of third-order space focusing using four electric fields. In conclusion, we anticipate that the relations derived here will significantly influence the design of future linear TOF mass spectrometers.
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