Pseudospectral methods on a semi-infinite interval with application to the hydrogen atom: a comparison of the mapped Fourier-sine method with Laguerre series and rational Chebyshev expansions
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Abstract

The Fourier-sine-with-mapping pseudospectral algorithm of Fattal et al. [Phys. Rev. E 53 (1996) 1217] has been applied in several quantum physics problems. Here, we compare it with pseudospectral methods using Laguerre functions and rational Chebyshev functions. We show that Laguerre and Chebyshev expansions are better suited for solving problems in the interval \( r \in [0, \infty) \) (for example, the Coulomb–Schrödinger equation), than the Fourier-sine-mapping scheme. All three methods give similar accuracy for the hydrogen atom when the scaling parameter \( L \) is optimum, but the Laguerre and Chebyshev methods are less sensitive to variations in \( L \). We introduce a new variant of rational Chebyshev functions which has a more uniform spacing of grid points for large \( r \), and gives somewhat better results than the rational Chebyshev functions of Boyd [J. Comp. Phys. 70 (1987) 63].
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1. Introduction

Fattal et al. [19] introduced a pseudospectral method for quantum molecular dynamics which has been widely used. To discretize the radial coordinate \( r \) of a spherical or cylindrical coordinate system, Fattal et al. employed a Fourier-sine series in combination with a change of coordinates ("mapping"). Radius \( r \) is artificially extended to negative values so that the sine series converges to a function which is singular at the
origin. Even so, they show that their algorithm works well for two quantum eigenproblems: the bound states of the hydrogen atom and of the H\(_2^+\) molecular ion.

In this article, we compare the Fourier-sine-mapping scheme with two alternatives. The Laguerre pseudospectral method employs collocation at the \(N\) roots of the Laguerre function and approximates the wavefunction as a series of Laguerre functions. The rational Chebyshev method maps the interval \(r \in [0, \infty]\) into \(t \in [0, \pi]\) and then applies the Fourier cosine pseudospectral method. This is equivalent, with a different change-of-coordinate, to a basis of Chebyshev polynomials. The transformed cosines or Chebyshev polynomials are rational functions of \(r\) (and of a square root factor of \(r\)), so we have dubbed this, in a mild abuse of notation, a “rational Chebyshev” basis.

In earlier work [9], we introduced a set of rational Chebyshev basis functions denoted by \(TL_j\). Although these basis functions work well for eigenproblems [9,18,22], the TL-grid has the disadvantage that points for large \(r\) are not uniform, but rather the separation between adjacent grid points grows quadratically with \(r\). As we show later in the paper, the eigenfunctions oscillate uniformly with radius, so the non-uniform TL-grid is disadvantageous. In this article, we introduce a new series of related functions \(TM_j\) which define a more uniform grid for large \(r\). We show that these give better results than the TL functions for the Coulomb problem.

2. The pseudospectral method for eigenproblems

To solve a differential eigenproblem
\[
a_2(r)u_{rr} + a_1(r)u_r + a_0(r)u = \lambda b(r)u, \tag{1}
\]
the first step for any of the basis sets described here is to expand \(u\) as a series, truncated after the \(N\)th term:
\[
u(r) = \sum_{j=1}^{N} u_j \phi_j(r). \tag{2}
\]

The pseudospectral method, also known as “collocation”, “discrete ordinates” [24], and “selected points”, demands that when the series is substituted into the differential equation, the residual is zero at each of \(N\) “collocation” points. This is equivalent to the generalized matrix eigenproblem
\[
\vec{A}\vec{u} = \lambda\vec{B}\vec{u}, \tag{3}
\]
where \(\vec{u}\) is a column vector containing the spectral coefficients and where the elements of the matrices are given by
\[
A_{ij} = a_2(r_i)\phi_{j,r}(r_i) + a_1(r_i)\phi_{j,r}(r_i) + a_0(r_i)\phi_j(r_i), \quad B_{ij} = b(r_i)\phi_j(r_i). \tag{4}
\]

Every basis set has a canonical choice of collocation points \(r_i\). Pseudospectral treatment of eigenproblems is reviewed in Chapter 7 of [14]. Only some of the matrix eigenvalues are good approximations to those of the differential equation (typically about \(N/2\)). It is always necessary (except for test problems!) to redo the calculation with different \(N\) to determine which eigenvalues are trustworthy [13,14].

3. The hydrogen atom

The energy levels of the hydrogen atom are the eigenvalues \(E\) of
\[- \frac{1}{2} u_r + \left( \frac{\ell(\ell + 1)}{2r^2} - \frac{1}{r} \right) u = Eu, \quad r \in [0, \infty], \]  

(5)

where the eigenvalues are

\[ E_n = -\frac{1}{2n^2}, \quad n = 1, 2, \ldots \]  

(6)

with eigenfunctions

\[ u_{n,\ell} = r \exp(-r/n)(2r/n)^\ell L_{n+\ell}^{2\ell+1}(2r/n), \quad n \geq \ell + 1, \]  

(7)

where \( L_n^\ell \) is the usual generalized Laguerre polynomial. Here \( r \) is the radial coordinate in a spherical coordinate system.

One might suppose that this problem would be difficult because of the \( 1/r \) and \( 1/r^2 \) terms in the coefficient of the undifferentiated term. In reality, none of the pseudospectral methods has any difficulty at \( r = 0 \) because of the unbounded coefficients. One might further suppose that it would be necessary to explicitly impose boundary conditions at \( r = 0 \) and \( r = \infty \). In reality, none of the pseudospectral methods needs to explicitly impose boundary conditions. The analytic basis functions automatically converge to whatever solution is bounded at both \( r = 0 \) and \( r = \infty \) in spite of the fact that the differential equation is singular at both endpoints. This is not true only of the hydrogen atom, but of differential equations on a semi-infinite \( (r \in [0, \infty]) \) interval in general [14].

The major numerical challenge is rather that the eigenmodes are functions of \( r/n \). This implies that there is no single choice of a width for the basis functions which is optimum for all modes.


Fattal, Baer and Kosloff expanded \( u \) as a series of transformed sine functions of the form

\[ \phi_j(r) \equiv \sin \left( j \frac{\pi}{L} x(r) \right), \]  

(8)

where \( x(r) \) is given by the inverse of a mapping function of the form

\[ r = f(x) \]  

(9)

and where the computational coordinate \( x \in [-L, L] \) for some domain truncation parameter \( L \). The Fourier series is periodic in \( x \) in the sense that \( u(x + P) = u(x) \) for all \( x \), where the period \( P = 2L \).

The mapping is needed because Fattal et al. chose a Fourier basis so that the matrix elements could be constructed by using the Fast Fourier Transform (FFT). The merits and flaws of the FFT are discussed later; the immediate issue is: How can one apply a basis composed of periodic functions to approximate functions which are not periodic?

Fattal et al.’s answer was to extend the radial coordinate to negative values in such a way that \( u \) decays exponentially fast as \(|r| \to \infty \). If the spatial period \( 2L \) is sufficiently large, then \( u(\pm L) \) is negligibly small. The errors in a Fourier series due to lack of periodicity will then be exponentially small in \( L \) [11]. To avoid the waste of collocation points at negative \( r \), Fattal et al. restrict the Fourier basis to a sine series which implies that the approximation \( u_N \) is an antisymmetric function with respect to \( r \) in the sense that \( u_N(-r) = -u_N(r) \) for all \( r \). It is then sufficient to use collocation points only for \( r > 0 \) since the collocation conditions for negative \( r \) would just be the negative of the conditions for \( r > 0 \). The mapping function is chosen to be an antisymmetric function so that \( u_N(r(x)) \) is antisymmetric in the computational coordinate \( x \) as well as in the physical coordinate \( r \).
One minor restriction is that a sine series is always zero at \( x = 0 \). Therefore, the mapped sine method is only applicable when \( u(r) \) satisfies the boundary condition \( u(0) = 0 \). (The Laguerre and rational Chebyshev methods impose no such restrictions.)

A far more serious problem is that the ground state of the hydrogen atom has the analytic form

\[
    u_{0,0} = r \exp(-r).
\]

Because all the sine functions are individually antisymmetric in both \( x \) and \( r \), it follows that a Fourier series that converges to \( r \exp(-r) \) for \( r > 0 \) must converge over the whole interval to

\[
    \tilde{u}_{0,0}(r) = r \exp(-|r|)
\]

since this is the unique function which is defined for positive \( r \) as the hydrogen ground state, and for negative \( r \) by the antisymmetry condition \( \tilde{u}_{0,0}(-r) = -\tilde{u}_{0,0}(r) \).

Thus, the antisymmetric extension has converted an infinitely differentiable function which is analytic for all real \( r \) into a function which has a discontinuous second derivative at the origin! The price paid for this can be found by writing down the usual coefficient integral,

\[
    b_n = \frac{2}{L} \int_0^L \sin \left( \frac{n \pi x}{L} \right) u(x) \, dx.
\]

Integrating by parts three times, and noting that the integrand \( u(x) \) is an analytic function – it is singular only when extended antisymmetrically outside the integration range to negative \( x \) that is singular at \( x = 0 \) – we find

\[
    b_n \sim -\frac{2L^2}{n^2 \pi^4} u_{xx}(0) + O(1/n^5), \quad n \to \infty.
\]

Thus, the usual geometric convergence of the Fourier series of a periodic, analytic function (i.e., \( b_n \sim p \exp(-qn) \), where \( p \) and \( q > 0 \) are constants) has been replaced by a third-order algebraic rate of convergence with \( b_n \sim O(1/n^3) \). When the series is summed, one loses a power of \( n \) (p. 51 of [14]) so that, defining \( N \) as the truncation of the Fourier series, the maximum pointwise error in \( u_N \) decreases only as \( O(1/N^2) \); empirically, Fattal et al. (p. 1222) show that the same is true of the eigenvalue error.

The second derivative of \( u \) with respect to the computational coordinate is controlled by the mapping:

\[
    u_{xx}(0) = (f_x(0))^2 u_{rr}(r = 0),
\]

where we have assumed that the mapping function \( r = f(x) \) is antisymmetric in \( x \), which implies that all its even derivatives are zero at the origin. It follows that by making a change-of-coordinate, the effect of the singularity at \( r = 0 \) can be made arbitrarily weak by choosing the mapping so that \( f_x(0) \) is very small. Since the optimum Fourier grid is evenly spaced in \( x \), it follows that such a mapping will cluster grid points very densely near the origin, exactly what one would expect would be needed to resolve a singularity at \( r = 0 \). Fattal et al.’s own choice of mapping is

\[
    r = x - A \arctan(\beta x) = f(x),
\]

where \( A \) and \( \beta \) are constants. Derivatives of the basis functions with respect to \( r \) can be evaluated from the \( x \)-derivatives by applying the chain rule repeatedly:

\[
    \frac{d\phi_j}{dr} = \frac{1}{df/dx} \frac{d\phi_j}{dx} = \frac{1}{df/dx} j \cos(jx(r)),
\]
\[
\frac{d^2 \phi_j}{dr^2} = \frac{1}{(df/dx)^2} \frac{d^2 \phi_j}{dx^2} - \frac{d^2 f}{dx^2} \frac{d \phi_j}{dx},
\]
(17)

where for Fattal et al.’s own map, explicit differentiation gives

\[
\frac{df}{dx} = 1 - \frac{A\beta}{1 + \beta^2 x^2}, \quad \frac{d^2 f}{dx^2} = 2 \frac{A\beta^3}{(1 + \beta^2 x^2)^2}.
\]
(18)

Among the many later applications of this method, Borisov [5], Lemoine [21], and Nest and Meyer [23] have tweaked the mapped sine method by applying different changes of coordinate. However, the (weakened) singularity at the origin remains.

Fig. 1 shows the isolines of the number of accurate eigenvalues in the \(L-N\) plane where the horizontal axis is the domain size in the computational coordinate and \(N\) is the number of grid points (and also the number of basis functions). The heavy dashed line shows that the optimum \(L\) increases linearly with \(N\). It is a generic property of infinite interval spectral methods that the best choice of domain size or scaling parameter is \(N\)-dependent [2,3,8–10,15,16,25]. It is possible to obtain as many as 37 “good” eigenvalues with only 60 grid points. This impressive performance has inspired very wide use of the mapped Fourier method.

However, the contour plot also illustrates some of the flaws of the mapped sine Fourier method. Above the dashed line which connects the best values of \(L\) for each \(N\), the contour lines are vertical. The reason is that the mapped sine Fourier algorithm is a “domain truncation” method. That is, the algorithm is accurate only for eigenmodes which decay to negligible values at \(x = \pm L\). Since the modes of the hydrogen atom decay more and more slowly as the mode number \(n\) increases, it follows that only a finite number of eigenvalues can be accurately approximated for a given fixed domain size \(L\). The contour lines become vertical because once \(N\) is large enough to resolve all the modes that decay on a domain of size \(L\), increasing \(N\) still further is useless.

Fig. 1. The isolines of the number of accurate eigenvalues in \(L-N\) plane as computed by collocation using the Fattal–Baer–Kosloff. A “good” eigenvalue is defined as one for which the difference between \(1/E_{\text{numerical}}(n)\) and \(-2n^2\) is smaller than \(1/2\). The heavy dashed line connects the points which, for a given \(N\), have the maximum number of “good” eigenvalues as \(L\) varies. With \(L = L_{\text{optimum}}(N)\) as defined by this dashed line, the number of good eigenvalues is \(N/2\) or more.
The contour plot also shows that there is a rather narrow domain in the $L$–$N$ plane which yields a lot of accurate eigenvalues. Fig. 2, which shows the number of accurate eigenvalues versus domain size $L$, makes the same point more clearly. The mapped Fourier method can yield as many as 31 accurate eigenvalues for $N = 50$ grid points, but the number of “good” eigenvalues falls off very steeply as $L$ increases above $L_{\text{optimum}}(N)$, and decreases less steeply but still rapidly when $L$ decreases below $L_{\text{optimum}}(N)$.

The reason, as explained for a different unbounded interval domain truncation method in [8], is that the total error is the sum of two contributions: a domain truncation error $E_D(L)$ which depends only on the domain size (and is roughly $|u(L)|/\max |u|$) plus a series truncation error $E_S(L,N)$. For fixed $N$, these two contributions vary oppositely with $L$: the domain truncation error $E_D(L)$ decreases with $L$ (since the eigenmode at the boundary, $|u(L)|$, is decreasing exponentially fast with $L$) while the series error $E_S(L,N)$ grows with domain size since a given number of spectral functions are being asked to approximation $u(r)$ on a larger interval. The sharply pointed peak in Fig. 1 is the result of the competition between these two tendencies.

In contrast, the two competing methods described below are not methods of domain truncation, but instead approximate $u$ over the entire semi-infinite interval. The total error is therefore the series truncation error $E_S(L,N)$. Because this is an analytic function of $L$, the error curve and also the number of good eigenvalues versus $L$ for fixed $N$ are both flat, i.e., have zero derivative with respect to $L$, in the vicinity of $L = L_{\text{optimum}}(N)$. The practical consequence is that the competing Laguerre and rational Chebyshev series are significantly less sensitive to $L$ than the rational Fourier method. One therefore does not need to do as much experimentation to find an optimum $L$.

5. Usefulness of the fast Fourier transform

In [5,19,21], much is made of the efficiency of evaluating matrix elements through multiple applications of the Fast Fourier Transform (FFT). For time-dependent problems where the action of a differential
The reason is that the standard algorithm for eigenproblems, the QR/QZ method, has a cost which is roughly $10N^3$ operations where $N$ is the size of the matrix. The cost of computing the matrix elements by the direct formulas illustrated above scales only as $O(N^2)$ which – given that the pseudospectral matrices are dense with $N^2$ nonzero elements – is the best one can hope to do. The cost of forming the elements is always negligible compared to the expense of the QR/QZ algorithm; even for $N = 32$, the operation count for forming the matrix elements is 60 times smaller than the operation count for the QZ method.

In contrast, the FFT is very useful for time-dependent problems. When the time-marching scheme is explicit, it is unnecessary to compute the eigenvalues of a matrix or even to factor a matrix. Instead, it is merely necessary to apply a differential operator to the solution. Through the FFT, this operator can be evaluated at a cost, with merely necessary to apply a differential operator to the solution. Through the FFT, this operator can be evaluated at a cost, with $N$ degrees of freedom in each dimension, which is $O(\log_2(N))$ larger than the total number of degrees of freedom. Since our focus here is limited to eigenproblems, we refer to Chapter 9 of [14] for details.

6. Laguerre eigen solver

To demonstrate the use of symmetry-suited basis functions in pseudospectral methods, we solved the hydrogen atom eigen problem using a Laguerre series in the form

$$u(r) = \sum_{j=0}^{N-1} a_j \phi_j(r/L),$$

where $L > 0$ is the scaling parameter and $L_j$ is the Laguerre polynomial of degree $j$. (Not that “$L$” with a numerical subscript will always denote Laguerre polynomials whereas “$L$” without a subscript or with a multiletter subscript will all denote the “map parameter” or “stretching factor”.) The collocation points are $r_i = L \rho_i, i = 0, 1, \ldots, (N-1)$ where the set of $\rho_i$ are the roots of $L_N(x)$. These can be be computed in Matlab by the pair of statements $J = \text{diag} ([1:2:2*N-1]) - \text{diag}([1:N-1],1) - \text{diag}([1:N-1],-1);$ $r = \text{sort} (\text{eig} (\text{sparse}(J)));$ [26], or in Maple by with(orthopoly); fsolve(L(N,x),x) or by consulting the tables in [17]. The basis functions themselves and all needed derivatives can be computed by using the identity $d^n L_n / dx^n = (-1)^m L_n^{(m)}$ where the generalized Laguerre polynomials (with $L_n \equiv L_n^0$) are given by

$$L_n^{(m)} \equiv 1, \quad L_n^{(m)} \equiv 1 + m - x, \quad L_n^{(m+1)} = \frac{2n + m + 1}{n + 1} L_n^{(m)} - \frac{n + m}{n + 1} L_{n-1}^{(m)}.$$  

Fig. 3 shows that the Laguerre pseudospectral method is very accurate. As for the other methods, no one choice of the scale parameter $L$ is best for all modes: small $n$ modes are most accurately approximated by small $L$ while larger modes are wider and wider, and require larger and larger $L$. Unlike the Fourier-sine-mapped method, the Laguerre expansion does not require that $u(0) = 0$.

Fig. 3 shows that the hydrogen atom is a very wierd eigenvalue problem. A typical non-quantum eigenproblem is $u_{xx} + \omega u = 0, \quad u(0) = u(\pi) = 0$, which has the exact eigenfunctions $u_n = \sin(nx), \lambda_n = n^2$. For this, the eigenfunctions oscillate more and more rapidly as the mode number $n$ increases. A pseudospectral method with a given truncation $N$ will therefore approximate the eigenvalues with an accuracy that is greatest for the very lowest mode and then decreases rapidly as the mode number $n$ increases. For the hydrogen atom, in contrast, a large value of the scaling parameter $L$ creates a Laguerre expansion which is
most accurate for modes of moderate $N$ while the accuracy is poor or non-existent for both small $n$ and large $n$ modes. (The same is true for the Fourier mapped sine and rational Chebyshev methods, too, (not shown).) This behavior can be understood by looking at the wavefunctions of the hydrogen atom [20], whose average radial extents $\langle r_n \rangle$ scale as the square of the principal quantum number $n$ (equal to the mode number $+ \ell$ the angular momentum quantum number $\ell$). By changing the scaling parameter $L$, which maps the physical space onto the collocation grid, we choose the spatial region (and hence mode number) that is best represented by the expansion functions. Comparing Eqs. (7) and (20), we can expect that a scaling parameter $L$ will best represent eigenfunctions with principal quantum numbers around $2L$, and this is seen in Fig. 3. Thus, $L$ can be used as a tuning parameter to accurately extract the eigenvalues and eigenfunctions of a range of eigenmodes. This feature can be exploited in several quantum problems (for example, Rydberg atoms), where the dynamics of the system involve a range of high eigenmodes, and the lower modes do not contribute.

7. Rational Chebyshev functions: an FFT-able basis for the semi-infinite interval

Fifteen years ago, the first author introduced a basis for problems on $r \in [0, \infty]$ which does not require extension to negative $r$ or the introduction of a spurious singularity at $r = 0$ but does, like the mapped Fourier-sine method, allow free use of the Fast Fourier Transform [9]. These functions, denoted $T_L$, have been successful in a range of applications [9,14,18,22]. They were defined in close analogy with similar functions for the unbounded interval [10], but have a disadvantage not shared by their infinite interval counterparts: the span of the $T_L$ grid points grows quadratically with $N$, that is, the largest grid point is $r_N \sim (16/\pi^2)LN^2$. When we found that the $T_L$ results were not quite as good as the Laguerre basis or the mapped Fourier-sine method, we therefore decided to experiment with a new set of rational Chebyshev functions for the semi-infinite interval:

![Fig. 3. Laguerre basis: relative errors in the eigenvalues of the hydrogen atom ($\ell = 0$) for three different scaling parameters: $L = 1$, $L = 3$ (thick curve) and $L = 9$. $N = 50$ grid points. The relative error is defined as $|E_n - [-1/(2n^2)]|/|1/(2n^2)|$ where $n$ is the mode number.]
\[ \text{TM}_j(r; L) \equiv \cos(jx(r)), \quad r = L \cot(x/2) \cos(x/2), \quad x \in [0, \pi][\text{"TM map"}], \]

(22)

241 With this map,
\[ r \sim 2L/x, \quad x \ll 1, \quad (23) \]
243 which is the desired inverse-linear behavior; the largest grid point is at \( r_N = (\pi/4)LN \). The basis functions can be alternatively written as
\[ \text{TM}_j(r; L) = T_j\left(\frac{r\sqrt{r^2 + 16L^2} - (r^2 + 4L^2)}{4L^2}\right), \]

(24)
246 where the \( T_j \) are the usual Chebyshev polynomials. It would be more accurate to say that these functions TM, are “rational-with-a-square-root factor Chebyshev polynomials”, but for brevity we shall call them “rational Chebyshev” even though they are not, strictly speaking, rational functions of \( r \). The grid points are
\[ r_j \equiv L \cot(x_j/2) \cos(x_j/2), \quad x_j \equiv (2j - 1)/(2N), \quad j = 1, 2, \ldots, N. \]

(25)
251 Derivatives of the basis functions with respect to \( r \) can be evaluated from the \( x \)-derivatives by applying the chain rule repeatedly:
\[ \frac{d\phi_j}{dr} = \frac{1}{df/dx} \frac{d\phi_j}{dx} = \frac{1}{df/dx} j \cos(jx(r)), \]

(26)
\[ \frac{d^2\phi_j}{dr^2} = \frac{1}{(df/dx)^2} \frac{d^2\phi_j}{dx^2} - \frac{1}{(df/dx)^3} \frac{df}{dx} \frac{d\phi_j}{dx}, \]

(27)
\[ \frac{df}{dx} = \frac{L}{2} \cos(x/2)\left(\cos^2(x/2) - 2\right)/\sin^2(x/2), \]

(28)
\[ \frac{d^2f}{dx^2} = \frac{L}{4} \left\{ 2 - \cos^2(x/2) + \cos^4(x/2) \right\}/\sin^3(x/2). \]

(29)

257 For \( u(r) \), this basis is equivalent to expanding \( \tilde{u}(x) \equiv u(r(x)) \) as a cosine series in \( x \). The mapping can be equivalently written as
\[ r = L \frac{1 + \cos(x)}{\sqrt{2} \sqrt{1 - \cos(x)}} \]

(30)
259 which shows explicitly that any function \( u(r) \) will be transformed into a function of \( \cos(x) \), and thereby automatically made into a periodic function in \( x \). It is not necessary to employ domain truncation – the TM mapping transforms the entire interval \( r \in [0, \infty) \) into \( x \in [0, \pi] \). It is also unnecessary to introduce an artificial singularity at \( r = 0 \), and thus be forced to have a very high density of grid points in the neighborhood of \( r = 0 \), as with the mapped Fourier sine method.
255 The TM mapping has a square-root singularity at \( x = 0 \) \( \equiv r = \infty \), but if \( u(r) \) decays exponentially as \( r \to \infty \), then the exponential decay wipes out the singularity in \( \tilde{u}(x) \), and there is never a problem. If \( u(r) \) has an asymptotic expansion in inverse powers of \( r \) as \( r \to \infty \), then convergence will be poor unless the series involves only even powers of \( r \). However, the ability to handle some classes of functions with an algebraic rather than exponential decay as \( r \to \infty \) is a generic advantage of rational basis functions over the mapped Fourier sines, which are restricted to exponentially decaying functions.
The TM grid is non-uniform, and like the Chebyshev polynomials, the TM grid points near \( r = 0 \) \([x = \pi]\) have a spacing which is inverse quadratic, that is, nearest neighbors are separated by \( O(1/N^2) \). However, this is much less dense than that of the mapped Fourier-sine method – one might describe the mapped Fourier-sine distribution of points as a “hyper-Chebyshev” grid.

Fig. 4 shows that the TM basis is indeed superior to the older TL basis for computing bound states of the hydrogen atom. We therefore use only TM functions for the comparisons given later with the mapped Fourier-sine and Laguerre methods.

To tweak the computations in Fig. 4 and exploit the fact that \( u(0) = 0 \) for this problem, we built this boundary condition into the basis functions by defining

\[
\phi_j(r) \equiv \text{TM}_j(r; L) - (-1)^j, \quad j = 1, 2, \ldots
\]

so that \( \phi_j(0) = 0 \) for all \( j \). This increased the number of accurate eigenvalues only by one compared to using \( \phi_j \equiv \text{TM}_{j-1}(r; L) \) as we confirmed by direct experiments, but it illustrates the flexibility inherent in the TM and TL functions.

To illustrate the simplicity of the pseudospectral method (without the unnecessary FFT transformations of [5,19,21]), Table 1 shows the complete Matlab program for solving the hydrogen atom through a TM basis. There are only 31 executable statements.

Although the Fast Fourier Transform is irrelevant for solving eigenproblems, the TM basis is just a Fourier cosine series in disguise. It goes almost without saying that when the TM basis is used to discretize the radial coordinate in a time-dependent calculation, the Fast Fourier Transform – more precisely, a fast cosine transform – can be used to evaluate all derivatives and operators.

---

Fig. 4. The number of “good” eigenvalues for the \( \ell = 0 \) bound states of the hydrogen atom as computed by the older TL basis (bottom, thin curve) and the TM basis introduced here (top, thick).
Comparisons between mapped Fourier-sine, Laguerre and rational Chebyshev basis sets

Fig. 5 compares the number of accurate eigenvalues for the three basis functions for \( N = 50 \). All three methods do well. There is little to choose between them when the map or scale parameter is equal to its optimum value for a given method. However, it is obvious that the mapped Fourier-sine method loses accuracy much more rapidly than the other schemes as \( L \) varies away from its optimum value.

Since the optimum \( L \) varies with \( N \), some experimentation is needed to pick a good \( L \) for a given problem and resolution. Clearly, more experimentation is required for the mapped Fourier-sine method.

Fig. 6 shows the relative errors in the eigenvalues and the maximum pointwise relative errors in the eigenfunctions obtained by using the optimum \( L \) for \( N = 50 \) for the three basis functions. Even though the optimum \( L \) value for each basis function produces the same number of good eigenvalues, the errors in the eigenvalues and eigenvectors differ by orders of magnitude depending on the chosen basis. In quantum physics problems such as the calculation of oscillator strengths or the dynamics of a superposition of several eigenstates, it is very important to have low errors in eigenfunctions. The Laguerre basis functions give the best eigenfunctions and eigenvalues for a range of eigenmodes.

Lithium

As a second example, we calculate the energies and radial wavefunctions of lithium, an atom with one valence electron. The potential due to the nucleus and the two inner-shell electrons does not have an an-
Fig. 5. The number of accurate eigenvalues versus $L$ for $N = 50$ as computed by collocation using three different methods. The map parameter/scaling parameter/domain size $L$ has been scaled by roughly $2L_{\text{optimum}}$ for each method so that the three curves are aligned. A “good” eigenvalue is defined as one for which the difference between $1/E_{\text{numerical}}(n)$ and $-2n^2$ is smaller than 1/2.

Fig. 6. The errors in the eigenvalues (a) and the maximum relative errors in the eigenvectors (b) versus mode number for $N = 50$ and optimum $L$ as computed by collocation using three different methods. Points are shown only for the “good” eigenvalues calculated as described in the previous figure.
alytic form, but can be represented by a pseudopotential [4] which is dependent on the angular momentum \( \ell \). The Schrödinger equation for lithium is:

\[
\frac{1}{2} u'' + \left\{ A_\ell \exp(-Si_\ell) - \frac{0.1925 + 0.112/(r^2 + 9/16)}{2(r^2 + 9/16)^2} + \frac{\ell(\ell + 1)}{2r^2} - \frac{1}{r} \right\} u = E u
\]  

(32)

with \( A_0 = 6.013668 \), \( Si_0 = 1.293213 \), \( A_1 = -0.740679 \), \( Si_1 = 1.410279 \) and \( A_\ell = -0.067342 \), \( Si_\ell = 0.8 \) for all \( \ell > 1 \) and where the eigenvalues are approximately

\[
E_n = -\frac{1}{2} \left( n - q(\ell) \right)^2, \quad n = 1, 2, \ldots,
\]

(33)

where \( q(0) = 0.399 \), \( q(1) = 0.053 \), \( q(2) = 0.002 \) and \( q(\ell) = 0 \) if \( \ell > 2 \).

Fig. 7 shows the number of accurate eigenvalues calculated for angular momentum \( \ell = 0 \), 1, and 12, respectively. For contrast, we used a larger number of collocation points (100) and a stricter criterion of

![Lithium, three basis sets, ell=0 N=100](image1)

![Lithium, three basis sets, ell=1 N=100](image2)

![Lithium, three basis sets, ell=12 N=100](image3)

Fig. 7. The number of accurate eigenvalues versus \( L/L_{\text{max}} \) with \( N = 100 \) collocation points using three different methods. (a) \( \ell = 0 \): The maximum map or scale parameters for each method are \( L_{\text{max}}(\text{Fourier-Mapped}) = 9000 \), \( L_{\text{max}}(\text{Laguerre}) = 5 \), and \( L_{\text{max}}(\text{TM}) = 320 \). (b) \( \ell = 1 \): \( L_{\text{max}}(\text{Fourier-Mapped}) = 12000 \), \( L_{\text{max}}(\text{Laguerre}) = 5 \), and \( L_{\text{max}}(\text{TM}) = 600 \). (c) \( \ell = 12 \): \( L_{\text{max}}(\text{FM}) = 18000 \), \( L_{\text{max}}(\text{Laguerre}) = 80 \) and \( L_{\text{max}}(\text{rational Chebyshev}) = 6400 \). A more stringent criterion for a “good” eigenvalue was used than for hydrogen: \( |1/\lambda_{\text{exact}} - 1/\lambda_{\text{numerical}}| < 1/1000 \).
“goodness”, \(|1/\lambda_{\text{exact}} - 1/\lambda_{\text{numerical}}| < 1/1000\), than for hydrogen. (The “exact” lithium eigenvalues are those numerically calculated with very large \(N\).)

For all three \(\ell\), the rational Chebyshev method gives as many or more good eigenvalues as the Fourier-mapped method, and is also less sensitive to \(L\) than the FM basis. However, the Laguerre basis is very bad for \(\ell = 0\), competitive with the other methods for \(\ell = 1\), and superior to the Chebyshev and Fourier schemes for \(\ell = 12\). We have no explanation for this. However, the width of the modes depends on the ‘principal quantum number’ \(n = j + \ell\) where \(j\) is the mode number; \(j\) is one for the lowest mode for each angular momentum \(\ell\). Fig. 8 shows that the modes for higher \(n\) are much wider and have smaller variations in scale than for \(\ell = 0\) [20]. The wonder is not so much that the Laguerre basis has difficulties with \(\ell = 0\), but rather than the other basis sets handle the disparity between the very narrow ground state and the much wider excited states so well.

A curious feature is that all methods display some surprisingly tall but narrow secondary peaks. For a narrow range of \(L\) apparently outside the broad optimum range for a given method, the number of “good” eigenvalues suddenly rise to seven or ten. We have no good theoretical explanation, but the secondary peaks suggest that the spacing between eigenvalues is more accurate than the eigenvalues themselves.

Fig. 7(bottom) shows that spectral methods are not restricted to low angular momentum, but work just fine for \(\ell = 12\). In contrast to \(\ell = 0\), however, the Laguerre basis is the best. Both the Laguerre and rational Chebyshev bases are less sensitive to \(L\) than the Fourier-mapped method.

---

Fig. 8. A graph of the lowest, third-lowest, fifth-lowest, seventh-lowest and ninth-lowest eigenmodes for lithium for \(\ell = 0\) (top) and \(\ell = 12\) (bottom). The ground state is the lowest graph in each panel. Note that the scale for \(\ell = 12\) is four times larger than for \(\ell = 0\) because the modes are much wider for the higher principal quantum number.
9. Eigenfunction errors

The errors in the wavefunctions obviously follow the errors in the eigenvalues, so we will not make detailed comparisons between basis functions. Instead, Fig. 9 shows that it is straightforward to obtain high accuracy for lithium wavefunctions for $\ell = 0$–12. Laguerre functions were used for the illustrated computations, but similarly good results are obtained with our other basis sets.

As noted earlier, the optimum $L$ varies with the mode number. One can compute very high order lithium wavefunctions by shifting to a larger scaling/map parameter $L$ (not illustrated).

10. Optimizing the map or scale parameter

If the set of functions $\phi_j(r)$ is a basis set for the semi-infinite domain, then so also is $\phi_j(r/L)$ where $L$ is an arbitrary positive constant. It follows that for all basis sets for an unbounded interval, not merely the three compared here, there is a need to choose a scale parameter or map parameter $L$ that adjusts the width of the basis functions to (roughly) the width of the solution.

There is some theory for making this choice as outlined in [8–10,12]. The strategy is to apply the method of steepest descents to evaluate the usual spectral coefficient integrals in the limit that degree tends to in-
finity for a class of simple model functions, such as exponentials or functions with simple poles. The choice of $L$ that is best for these model functions is also near-optimum for functions that have similar decay rates as $r \to \infty$, or poles in similar locations. Although the predictive formulas are simple, it is not too easy to effectively apply the theory because it is difficult to match an unknown solution with an appropriate model.

A good empirical strategy is to simply solve the problem and look at the spectral coefficients, plotted as absolute values on a log-linear plot, for several different values of $L$. The rational Chebyshev functions, for example, are the images of cosine functions under a change of coordinate, so obviously $|\mathcal{T}_M(r; L)| \leq 1$ for all $r$ and $L$. This implies that the magnitude of the $j$th coefficient, $|a_j|$, is also a tight bound on the magnitude of the term, $|a_j \mathcal{T}_M(r; L)|$.

Obviously, if the magnitudes of the coefficients (and therefore terms) are rapidly decreasing, the spectral series is accurate. One can be more quantitative: as explained in [14] (Chapter 2), the exponential rate of convergence implies that the error in truncating a spectral series after the $N$th term is roughly the same order of magnitude as the last computed coefficient $a_N$.

For expansions on an unbounded interval, the spectral coefficients seem to almost always oscillate in degree (as well as decay), but one can usually bound the coefficients from above by a straight line, or near-straight curve, which is called the "envelope". For oscillating-and-decaying series, the error estimate is the magnitude of the envelope at the truncation limit. Fig. 10 illustrates the envelope and also the flattening of the coefficients ("roundoff plateau") that occurs when the coefficients have decayed a limit set by roundoff error.

11. Spurious eigenvalues and convergence testing

As explained in Chapter 7 of [14] and also in [13] and other references cited there, matrix eigenvalue methods, when applied to a discretization of a differential equation, invariably generate many eigenvalues...
which are poor approximations to those of the differential equation. It is therefore always necessary to compare the calculated eigenvalues for two different truncations $N$, and to trust only those eigenvalues which are approximately independent of the truncation.

Most of the inaccurate or "spurious" eigenvalues are the larger numerical values, corresponding to high order eigenmodes that are inaccurately resolved by $N$-point discretization. However, for the $\ell = 0$ state of lithium with the Laguerre, there was a phony eigenvalue that was the smallest numerical eigenvalue. In other problems, such as Laplace's tidal equations, the spurious eigenvalues are interlaced with accurate, converged eigenvalues in a complicated way. The convergence-testing therefore often (but not always) needs to be between a pair of eigenvalues in two calculations that most closely resemble one another, and not merely between the smallest eigenvalue with $N = N_1$ with the smallest eigenvalue calculated with $N_2$ points [13] (see Fig. 11).

12. Summary

The mapped Fourier-sine method of Fattal et al. is very accurate and has been used widely in quantum dynamics. However, the mapped Fourier scheme introduces a weak singularity at $r = 0$. This singularity is unnecessary. Both the Laguerre and rational Chebyshev bases give similar accuracy without inducing a singularity at $r = 0$, and the latter basis can, like the mapped Fourier-sine basis, be manipulated by means of the Fast Fourier Transform.

As a method of domain truncation, the number of accurate eigenvalues computed by the mapped Fourier-sine method does not increase with $N$ for all $N$. Instead, the error reaches a fixed plateau that depends only on the domain size $L$. The Laguerre and rational Chebyshev methods converge to zero error, in contrast, in the limit $N \to \infty$ for fixed $L$.

Because the total error of the mapped Fourier method is the sum of two separate errors, a domain truncation error $E_D(L)$ and a series truncation error $E_T(N)$, the total error is not an analytic function
of \( L \) for fixed \( N \), but rather has a pointed cusp shape. Therefore, the mapped Fourier-sine method is more sensitive to the domain or scaling parameter \( L \) than are the competing algorithms described here.

Because the grid spacing near \( r = 0 \) is so small, the mapped Fourier-sine algorithm is very costly when combined with explicit time-marching: the dense grid requires a very short time step. We show that pseudospectral methods using a basis of Laguerre functions or rational Chebyshev functions are equally accurate or superior. The latter basis can be applied to time-dependent problems with the aid of the FFT like the mapped Fourier-sine scheme, but the Chebyshev basis allows a much longer time step for explicit time-marching schemes.

We have introduced a new species of rational Chebyshev functions, denoted \( T_{M_j} \), which are associated with a grid that is more uniform for large \( r \) than that of the older \( T_{L_j} \) functions. At least for the hydrogen atom, this results in about a third again as many accurate eigenvalues for a given \( N \).

However, the quest for better mapped-Fourier basis sets is open-ended. Some successful experiments for \( x \in [0, \infty] \) are described in [12,15,16]. Borisov [5], Lemoine [21] and Nest and Meyer [23] have made improvements for the semi-infinite interval, but all employ a sine basis with an extension-induced singularity at \( r = 0 \). There are better options.
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