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Abstract:


Counter measures such as software patches or warnings can be effective in helping organizations avert virus infection problems. But, current techniques or strategies for dealing with viruses have limited their effect. In this light, A new approach, Counter Measure Competing (CMC) is developed. CMC reduces the size of virus infection significantly, when countermeasure propagation rate > virus spreading rate or when counter measure propagation network favor counter measures over viruses.
Introduction:

According to CSI/FBI survey (security & crime) estimates taken in 2002, average annual loss due to virus infections is around 283 thousand dollars per organization, even 90% of organizations have antivirus backup. According to ICSA survey  taken in 2002, viral infections have caused loss of data , productivity and severe server down time , even 92% of organizations have installed antivirus software’s.

This data is sufficient to claim that installing antivirus software only can’t resolve the problem efficiently. So, “How can virus counter measures be disseminated and installed 

More effectively than they currently are so that fewer organizations will suffer virus infection problems?”

To solve this problem, three strategies have been proposed. They are 1) RANDOM immunization strategy 2) the TARGETed immunization strategy 3) the Kill-Strategy (KS) 
Both RANDOM & TARGET developed based on study of immunization of humans to prevent epidemics. These methodologies lack how measures for viruses are disseminated. 

But KS takes in to consideration how counter measures spread but assumes counter measures only spread to computers that already have been infected. 

All the cases described above lack the real-world situation analysis , in which counter measures may spread at different rate and through different means of contact than do viruses. In this light , to provide more effective method for counter measure propagation in real situations , CMC is developed.
The paper gave a detailed outlook of CMC and its effectiveness of this strategy by comparing with the three strategies specified earlier.
Background:

As described earlier, paper gave a good presentation of CMC in light of analysis with respect to the three strategies proposed earlier. 
The spread of computer viruses is similar to spread of epidemics in human populations. In which case, SIR (Susceptible-Infected-Removed) model has been widely used to model the spread of epidemics and to study immunization strategies. 

The main idea behind this SIR model is to categorize the entire population in to S,I,R categories , where portion of susceptible (S) population is infected at a certain rate when came contact with Infected(I) population. At the same time, some of infected population recover and will not be infected again nor cause infection.  
Limitations of SIR model:

1) No explicit network assumptions made- spread of viruses is very much related to topology of underlying networks. 

2) It assumes everyone is connected to everyone – but its not the case either in human or computer networks. 

3) It requires increasing the number of model variables to account for variations in structure of network.

The three strategies described earlier (RANDOM, TARGET, KS) adds network consideration to SIR. 
1) RANDOM: proposes to immunize a certain portion of randomly selected nodes so that the virus will not prevail because the immunized nodes cannot be used to spread viruses.

2) TARGET: is similar as stated but also immunizes nodes that have high connectivity.

3) KS:  proposes that once a virus infection found , the infected computer distribute or broadcast counter measures to other infected computers.

4) CMC: it’s based on hypothesis counter measure for a new computer virus can be spread through a counter measure propagation network. This can be viewed as having two viruses spreading at the same time: a “Good” virus and “bad” virus. Factors that influence the spread of good one over the bad one enable the overall system to become less vulnerable to the bad virus. 
Examples of this type of system:
a. A common example is a warning disseminated via e-mails that ask people to be aware of new computer viruses or new vulnerabilities – the one department Home Land Security uses.
b. Automated system to dispatch software patches. 

Common assumptions:

1) Nodes broadcast viruses to neighboring nodes in the network once they are infected and will be stopped once infection is discovered

2) Viruses will not / cannot infect nodes that have adopted counter measures.

Advantage of CMC:


CMC finds in unique advantage in the way it disseminates countermeasures. 

Modeling of CMC:
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Here, the paper defined Virus spreading network Gv   as the network for spreading viruses and Counter measure propagating network Gc  as the network for spreading counter measures. 
Properties of Gv: 
1) Undirected graph representing real world networks

2) Representation of  Gv depends on vulnerabilities that a virus can exploit.
3) This can be either physical network or social network connecting people or groups. Since, some viruses exploit the social or organizational connections ex. Love Letter virus& some exploit the network connections ex. Nimda virus. 

Properties of Gc: 
1) Undirected graph representing real world networks

2) Representation of  Gc depends on implementation of virus policies.
3)  This can be either physical network or social network connecting people or groups. Since,  some countermeasures  are deployed to stop the exploitation of  social or organizational connections & some to prevent the exploitation of the network connections.

Assumptions made in CMC for real world analysis:

1) counter measures have only a positive effect and no negative effects ex. the authors have assumed that any software patch is authentic

2) each node in Gc maps to another node in Gv.
State diagrams for computer – virus spreading & countermeasure propagation:
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Description of diagrams:

1) State machine for computer virus spreading:
As stated in the above figure, it has 3 stages 

a. Susceptible:
a node which has a vulnerability

b. Infected :
a node is infected & it can infect its neighbors with its virus

c. Removed:
a node that has installed a detection tool which identifies and removes the virus and/or installed a patch that was exploited by a virus.

d. Rules of transition:

i. Propagating viruses:  Considering α as birth rate of computer viruses, “a node in the “susceptible” state will change to the “infected” state with probability α only if one of its neighbors is infected. Since, the decision makers for this node have not adopted countermeasures; the state of the node for countermeasure propagation does not matter in this case”.

ii. Patching computers from susceptible: a node will change from susceptible state will change to the recovered state at the probability ҝ if the corresponding node in  Gc is either warning or warned state.
iii. Patching computers from infected: A node in the “infected” state will change to “removed” state at probability ҝ + γ if and if corresponding Gc is in either “warning” or “warned” state , for which virus-spreading rate ρv = ( α / γ) 
2) State machine for countermeasure propagation: 
There are three states in the state machine Unwarned (U), Warning (WG) & Warned (WD).

Here there are two probabilities λ (propagating countermeasures), δ(stopping countermeasures).  

Rules of transition:

a. Propagating countermeasures:
a node in “unwarned” state will change to the warning state with the probability λ , where λ=birth rate of counter measure.

b. Stopping countermeasures spreading: A node in the “warning state” at the probability δ = death rate of countermeasure. The authors assumed that node stops spreading the countermeasures for two reasons:
a. If countermeasure represents a email warning , people who have received emails may not keep propagating the e-mails all the time. 

b. If countermeasure represents a software patch sent by an automatic mechanism, the death rate will prevent the patch spreading from saturating computer network

Simulation of antivirus strategies:
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The simulation of all four strategies ( RANDOM,TARGET,KS,CMC) is designed to be flexible using Monte-Carlo techniques.
Virtual Experiments:
Experimental Design:
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Description:

The above table defines the four different experimental setups to compare CMC with other three strategies. 

Unless otherwise specified the authors assumed , ρv =0.2; Gc= Gv=TWL(The Wild List – list of wild viruses) network  as a base scenario. 

Details:

Experiment #:

1) Compares 4 strategies by varying ρv so that behavior of these strategies depending virus spreading rates.

2) Varies ρc and  ҝ in CMC , KS and n in RANDOM , TARGET. 

3) Compares based on different types of networks

4) Concentrates on investigating what properties of countermeasure propagation network influence effectiveness of CMC.

Results :

I – Impact of Model Parameters:
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Impact of Network Topology:

In summary, According to the results shown above, CMC is m ore effective than the other three strategies when the countermeasure propagation networks are highly connected or highly centralized . If the topology of V can be determined , C as a network can spread counter measures faster than computer viruses, such as a network with lower epidemic threshold. 
Summary:

In summary, the entire approach clarifies the uncertainty of virus spreading and countermeasure propagation through different network topologies. Not only CMC strategy has effectiveness that exceeds the three antivirus strategy , but also it incorporates richer set of variables for describing the uncertainty associated with disseminating countermeasures.

On Computer Viral Infection and the Effect of Immunization

Sir , most of the information is redundant hence I skipped all the redundant issues.
Abstract:  This paper deals with simulation study of the way in which virus infections propagate through certain types of network and of the effect that partial immunization has on the infection. 

Factors to be taken into consideration:
1) Target system:


a. System topology:
The system topology defines the paths that a virus can follow through propagating. The interest of the paper lies in the networks used to support critical infrastructure applications. Such applications employ private networks whose topologies are determined in large measure by the needs of the application. Topologies are classified as :1) hierarchical 2) clustered
b. Node immunity : defined earlier (SIR).

c. Temporal immunity: The temporal characteristics like processing and communication delays are likely to have a significant effect on the propagation of viruses.

2) The Infection Process:

a. Propagation selection:  The spread of viruses from one node to others is determined by the propagation algorithm of the viral program. 
b. Multiple infections:
An infected node need not be protected from subsequent re infection by the same virus. If reinfection occurs, a single node might become host to multiple copies of the virus. 

c. Stochastic Effects:
the infection process will be affected by non-determinism in the virus itself. A virus will have to make choices both to improve the chances of its infection being successful and to improve whatever disguises it chooses to use.
3) Characteristics studied:

a. Total infection time

b. Rate of propagation

c. Node re infection count

Experimental design:

Simulation Environment:


The experiments conducted by group are performed in a special purpose simulation environment that is capable of simulating thousands of computing nodes with any desired network communications topology and any viral infection process. 

The file that describes the desired network is synthesized from a high-level specification of the topology so as to permit rapid generation of different instances of the same type of topology and instances of different topologies. 

A virtual time mechanism is implemented to keep track of network time during simulation. The system simulates infection decisions and transmission activity for each copy of the virus on each time tick and monitors the state of the infection as virtual time passes. 
Model of system:

1. A thousand node instance for each of the two network topologies (hierarchical & clustered) was built for testing. 

a. For the hierarchical model, a single root node and connectivity fan out of at most 20 from each node to its children was used. 

b. For the clustered model , 36 clusters with an average size of 27 nodes were sparsely connected.

2. Viral Infection Models: fan out = no. of copies that a single copy of virus can generate.

a. Single fan out: A virus selects only one neighboring node to infect. This model represents the slowest rate at which a virus can spread. 

b. Multiple fan out: a single copy of virus  is sufficient to infect to random no. of nodes connected to infected hose. 

3. Assumptions made:   

a. Even multiple copies of virus exist concurrently on same host, we assume that the number of viruses on a single host does not exceed 100

b. A single starting point was used to release virus.

Network characterization:

Hierarchical topology:
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Fig.1 shows the distribution obtained from 1000 runs of simulation of total infection time for a hierarchic network of simulation of the total infection time for a hierarchic network topology with the single fan out infection model. The fastest infection time was 31,986 clock ticks and longest was 160,943 clock ticks. This variation  is a result of sparse connectivity of hierarchic topology and low infection probability of baseline(single fan out) infection model. 

Fig. 2 shows the rate of propagation averaged across the 1000 runs of baseline infection model. In this case the no. of infected nodes quickly rose to 80% of the total population, & infection growth level off after that. Which means in late stage of infection, the virus spent much of its time revisiting nodes that had already been infected.
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Fig. 3 shows the avg. rate of propagation over the 1000 runs for infection fan outs of 2 and 5. Results of these experiments showed that when infection probability is high, the sensitivity is high , the sensitivity of infection dynamics to stochastic variation decreases.

Fig. 4 shows avg. no. of reinfections that each of the 1000 nodes in baseline study. That is, the nodes that are attacked often in one simulation run are likely to be the most often attacked in other simulation runs, provided that the infection model remained the same. 
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Cluster topology:


A similar set of experiments are conducted even with Cluster Network topology. 

Fig. 5 shows the distribution of the total infection time for 1000 runs of the baseline infection model. As with hierarchic model, a great deal of variation exists in time to infect the entire network. 

Fig. 6 shows rate of propagation across the 1000 runs with baseline infection model. 

Fig. 7 shows the rate of propagation for infection fan outs of 2 & 5. As with hierarchic case, a much more rapid propagation resulted from higher values of fan outs.
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EFFECT of IMMUNIZATION:

All the above results clearly indicate that viral infection can propagate at an alarming speed in systems where dynamic detection and remedy are not present. 

Clearly, it is often not feasible to immunize the entire network.  A more realistic approach that is adopted in this case is to immunize a subset of the population, and so choosing the appropriate size and membership of that subset becomes an important question.

Types of Immunity:

Random Immunity:


In practice, Random immunity models the scenario in which a large network consists of independently administered sub domains. Although the goal is to immunize all the nodes in the network, many remain vulnerable of various reasons-cost, defective installation, lack of awareness and so on. 

Selective Immunity:


A second set of immunization experiments was designed to investigate the effect of selective immunity. By selective immunity , a set of immunized nodes is prescribed and they remain the same throughout different trials of the experiment. The objective of this experiment was to investigate how the dynamics of viral propagation were affected by the details of which nodes are immunized, in addition to how many are immunized. 

Comparison : hierarchic network Vs Cluster network
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Analysis of Immunization:

All the above results show that by both measures of effectiveness-number of epidemics and avg. rage of propagation-selective immunization performs better than random immunization. 

Conclusion:
1. This study produced results based on which some general statements can be made about the effect of immunity 

2. It also provided a starting point where analytical modeling can use the instrument its perspectives and verify its assumptions.

In summary, 4 strategies has their own strength & weakness.  In contrast to RANDOM & TARGET, both KS and CMC focus on distributing countermeasures for a virus without immunizing a large portion nodes beforehand. The idea of propagating counter measures through a network gives both KS & CMC an advantage over TARGET. 








