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Abstract— With the rapid growth of wireless applications, more and more attentions have drawn on the security issues in wireless networks. Authentication problem for a roaming user is one of the critical keys for the overall security assurance in such applications. In this survey, we discuss four recent papers on wireless authentication protocols based on AAA architecture and present test methodologies to evaluate the performance of these protocols.  
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I. INTRODUCTION
T
HE vulnerability of wireless networks imposes great challenges on security and quality of service (QOS) due to unprotected open mediums and burst volume of communications. The IETF AAA Working Group (http://www.ietf.org/html.charters/aaa-charter.html) has established a general model for Authentication, Authorization, and Accounting (AAA) for wireless IP networks. Here, authentication process is to determine the claimed identity from a user, authorization process is to specify the rights a specific user may be granted, and accounting process is to collect the information on resource usage. Several AAA protocols are proposed, such as RADIUS [15], DIAMETER [14].
RADIUS is basically an AAA protocol based on the User Datagram Protocol (UDP) for applications such as network access or IP mobility. It is intended to work in both local and roaming situations. Generally, the RADIUS protocol is considered a connectionless service. Issues related to server availability, retransmission, and timeouts are handled by the RADIUS-enabled devices rather than the transmission protocol. 
Originally developed for dial-up remote access, RADIUS is now supported by virtual private network (VPN) servers, wireless access points, authenticating Ethernet switches, Digital Subscriber Line (DSL) access, and other network access types.

RADIUS is a client/server protocol. The RADIUS client is typically a Network Access Server (NAS) and the RADIUS server is usually a daemon process running on a UNIX or Windows NT machine. The client passes user information to designated RADIUS servers and acts on the response that is returned. RADIUS servers receive user connection requests, authenticate the user, and then return the configuration information necessary for the client to deliver service to the user. A RADIUS server can act as a proxy client to other RADIUS servers or other kinds of authentication servers. In RADIUS, authentication and authorization are coupled together.
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Fig. 1. Authentication and Authorization in RADIUS [21]
Fig.1 demonstrates the basic authentication and authorization process of RADIUS protocol:
1) User initiates PPP authentication to the NAS.

2) NAS prompts for username and password if Password Authentication Protocol (PAP) or challenge if Challenge Handshake Authentication Protocol (CHAP). 

3) User replies.

4) RADIUS client sends username and encrypted password to the RADIUS server. 

5) RADIUS server responds with Accept, Reject, or Challenge.

6) The RADIUS client acts upon services and services parameters bundled with Accept or Reject. 

The accounting features of the RADIUS protocol can be used independently of RADIUS authentication or authorization. The RADIUS accounting functions allow data to be sent at the start and end of sessions, indicating the amount of resources (such as time, packets, bytes, and so on) used during the session. An Internet service provider (ISP) might use RADIUS access control and accounting software to meet special security and billing needs.
The Diameter protocol is intended to provide an Authentication, Authorization and Accounting (AAA) framework for applications such as network access or IP mobility. It is also intended to work in both local and roaming situations. The DIAMETER protocol is the planned replacement for RADIUS, and it is still backwards compatible by providing an upgrade path for RADIUS. The main differences are described in [22]:

· It uses reliable transport protocols (TCP or SCTP, not UDP); 
· It uses transport level security (IPSEC or TLS);
· It has transition support for RADIUS;
· It has larger address space for AVPs (Attribute Value Pairs) and identifiers (32-bit instead of 8-bit);
· It is a peer-to-peer protocol, not client-server, i.e., it supports server-initiated messages;
· Both stateful and stateless models can be used; 
· It has dynamic discovery of peers (using DNS SRV and NAPTR); 
· It has capability negotiation; 
· It supports application layer acknowledgements, defines failover methods and statemachines (RFC 3539); 
· It has error notification;
· It has better roaming support;
· It is easier extended, new commands and attributes can be defined;
· Basic support for user-sessions and accounting is built-in;
A general AAA architecture modified from [10] is shown in Fig. 2. An AAA architecture consists of home AAA servers (HASs), local AAA servers, proxy AAA servers (PASs), access routers (ARs), and mobile users (MUs). An HAS serves for users who subscribe services in the domain of this server and has the predefined security information for the subscribed MUs. An LAS serves for roaming MUs with AAA functions. A PAS relays the AAA messages between remote AAA servers. AR provides communication services for roaming MUs. All AAA servers are organized hierarchically to facilitate the communication between any two servers. 
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Fig. 2. AAA Architecture in Wireless Networks 
When a roaming MU visits an LAS, by using a challenge/response authentication mechanism, MU will issue a network service request to LAS through AR. Since LAS does not have the necessary authentication information for this MU, it will relay the request to this MU’s HAS by hopping on PASs and the hierarchical AAA servers. If the authentication is granted by HAS, the MU will obtain the requested network services from LAS. We can see the above process for authentication may be costly if it is performed every time MU request a network service or there are many hops between LAS and HAS. In Fig.3, two types of roaming users are shown: inter-network roaming users and intra-network roaming users. Since the authentication of intra-network roaming users for LAS is much easier to handle and the cost is low, we mainly discuss the authentication of inter-network roaming users. In the literature, many authentication protocols are proposed to improve efficiency [1-2, 4-5, 7, 9-10, 12-15, 17-18] or adaptability [20], and we discuss the most recent four papers among them in this survey.  
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Fig. 3. Roaming Users 

Some of authentication protocols may aim at improve the adaptability by relaxing the hardware limitation. For example, GUAP and MSIM are designed for GSM networks; however, their applications are not restrictive for only GSM network. New protocols are proposed to adapt them to the next generation wireless infrastructure such as CDMA 2000, UMTS. 
Some of authentication protocols may aim at improve the efficiency by reduce the average cost of authentication. These protocols usually share one common feature: reduce the number of remote authentications by transforming them into local authentications.
The rest of this survey is organized as follows. In section II, we present a strong user authentication protocol for GSM. In section III, we discuss an improving mobile authentication with new AAA protocols. In section IV, we give a lightweight authentication protocol with local security association control in mobile networks. In section V, we describe a localized authentication for wireless LAN inter-networking roaming. In section VI, we address the test methodology to evaluate the performance of the authentication protocols in terms of latency and cost. In section VII, we make the conclusion of this survey.       
II. strong user authentication protocol for GSM 
Due to human’s inability to remember strong secrets, the authentication protocols for cellular phone networks have been designed for device authentication rather than user authentication. In [20], a new user authentication protocol is proposed for the Global Standards for Mobile (GSM), the most commonly used standard for mobile communications which permits the use of weak secrets (e.g. passwords or PINs) for authentication, providing new flexibilities for the GSM users.

A.  Authentication in GSM

For any communication session there are three entities involved: a mobile subscriber (cellular phone), visiting location register (VLR), and home location register (HLR). 

Fig. 4 illustrates the authentication process:
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Fig. 4 GSM Authentication using IMSI [20]

Alice, the mobile client’s SIM card contains a secret authentication key KA and unique “International Mobile Subscriber Identity” (IMSI). A3, A5 and A8 algorithms are used in authentication, where A3 and A8 are one-way functions and A5 is a symmetric encryption function [2]. KA and Kt respectively are permanent and temporary key of Alice (mobile client).

The Steps involved in this process can be summarized as follows:

1) Alice sends her unique identity (IMSI) to VLR.

2) VLR passes this identity to HLR in order to inform it that Alice wants to log in to the system.

3) HLR generates a random number RAND, calculates temporary authentication key Kt for consecutive attempts, and the security result, SRES that is equal to KA and RAND encrypted with A3.

4) VLR passes RAND to the mobile client and keeps Kt and SRES. 

5) Alice calculates SRES and sends it to VLR. 

6) If SRES sent by Alice is equal to SRES sent by HLR then VLR sends TMSI (Temporary Mobile Subscriber Identity) encrypted with Kc to the mobile client to be used in consecutive authentication attempts without the need of contacting the HLR.

7) As the final stage of this authentication process Alice sends ACK to VLR.
B. GSM User Authentication Protocol (GUAP)

GUAP is the proposed user Authentication Protocol for GSM. By this new approach, the user can authenticate with her password instead of the embedded key. Using passwords instead of embedded keys breaks the dependency on the SIM card during authentication. Users will be able to reach their accounts without their SIM cards, via any cellular phone, Internet, or a special network. Users can reach their address book, redirect their calls, or get their personal information without the need of either SIM card or giving their personal information to operators of the service provider.
The basic idea is that there is no machine involved for the basic key generation and it is a human created password, which is vulnerable to dictionary attacks. To authenticate the user while protecting the password against dictionary attacks by online eavesdroppers strong password protocols come into play. Two early works in this category are the EKE protocol of Bellovin and Meritt [3] and the protocol of Gong et al. [8].
The Encrypted Key Exchange (EKE) protocol provides secure authentication between user and a server using a weak secret. Even though EKE is a secure user authentication protocol with weak secrets, generating per session public- private key pairs and doing private key operations on client side make it infeasible to use with computationally restricted devices. In 2002 Zhu et al. presents a variant of RSA-EKE for mobile devices [23]. The proposed protocol eliminates the need for per session RSA key generation.

The protocol of Gong et al. [8] solution contains a trusted third party which is continuously available online, as in Kerberos. The parties in the system authenticate each other by the help of the trusted server. In this protocol, unlike EKE, there is no need to generate fresh public/private key pairs per session, but there is a need for the trusted server’s public key to be known to all parties.

GUAP is essentially a strong password protocol that overcomes the shortcomings of those early works.  The functionality can be illustrated in Fig. 5:
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Fig. 5 User Authentication approach to GSM [2]

The Mobile user, Alice wants to be authenticated to HLR via VLR, using her password π. A random nonce, RAND, is generated by VLR per session and provides freshness guarantee for the session. The mobile client generates three random nonces: n1, n2 and c, where n1 proves the correct decryption of HLR in the fifth message sent by HLR, n2 masks the session key k, c protects the third message against replay by adversary.
The steps in the authentication process are:

1) The mobile client (Alice) requests authentication by sending its unique identity (IMSI) to VLR. 

2) VLR generates and sends a random number RAND to Alice. 

3) Alice generates three random nonces n1, n2 and c, and encrypts RAND with her password. She then encrypts n1, n2, c, and π(RAND) with HLR’s publickey and sends it to VLR with a random challenge rA. 

4) VLR takes the message and encrypts the RAND with its symmetric key, and sends it with HLR’s portion of the message to HLR. 

5) HLR, knowing VLR’s symmetric key, decrypts the message, then asymmetrically decrypt the message come from Alice, finally decrypts π (RAND) to get RAND, if both RAND are equal then HLR is sure about VLR’s and Alice’s identities.

6) HLR generates a session key for VLR and Alice, encrypts it with VLR’s symmetric key for VLR, and encrypts the masked session key (n2 EXOR k) and n1 with Alice’s password, then sends both messages to VLR.
7) VLR decrypts its portion of the message to get session key k, encrypts the challenge rA with k sent by Alice in first message, forwards Alice’s portion of message with the response to her challenge and a new challenge rB. 
8) Alice decrypts the message coming from HLR and gets the session key k. She then responds to VLR’s challenge. In consecutive sessions Alice and VLR can use the generated session key k without need of reauthentication.
C. Hack Proofing

The existence of the correct n1 value in the fifth message indicates that it is the HLR that has decrypted the first message and sending this output. The random nonce n2 protects HLR’s response encrypted by π against dictionary attacks on π by an attacker who gets to know k or by VLR. The issue here is a dictionary attack by someone who knows k and hence can guess n1 and n2. Random c protects first message against regeneration by VLR: Again a malicious VLR or an adversary that has compromised a past session key k, can choose a candidate password π’ and decrypt the message of mobile client to get candidate n1’ and n2’. Without the confounder c, the adversary can generate a candidate first message. If the candidate message is equal to real message then the password guess is correct [3]. 

III. Authentication protocol by comibining usim into aaa architecture
In [9], a new authentication method is proposed by combining the AAA architecture with the USIM security to achieve authentication efficiency in the public 3G wireless networks. 
A. USIM AUTHENTICATION MECHANISM

USIM mechanism is used for the access security in wireless Internet communications over 3GPP (the 3rd Generation Partnership Project). 
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Fig. 6 USIM Authentication Mechanism [9]

In Fig. 6, USIM authentication mechanism is shown. The procedure is as follows: 

1) The mobile station issues an authentication request, and the visitor domain server forwards the request to the home server of this mobile station.
2) The home server verifies the identity of the mobile station; if it passes the verification, the home server generates and sends back AV to visitor domain server. 
3) The visitor domain severs sends (RAND, AUTN) from the received AV to the mobile station.
4) The mobile station verifies AUTN; if it passes the verification, the mobile station computes and sends RES back to the visitor domain server.

5) The visitor domain server compares RES with XRES; if they are matched, the authentication is successful. 
B. Combination of AAA and USIM   
The proposed authentication mechanism provides the fast authentication service regardless of the geographically long distance and the number of AAA servers in the hierarchical networks to relay the messages. The description of this mechanism is shown in Fig. 7. 


[image: image7]
Fig. 7 Authentication Mechanism by Combining AAA and USIM

The mechanism is described as follows. 

1) When MU visits a foreign domain, it issues a request of authentication by sending its identity to LAS. 
2) On receiving the request, LAS sends a USIM-request as message (1) to the PASs. In USIM-request, there is a field called USIM-PROXY-CAPABILITY (UPC) to indicate if it is allowed to become an AAA broker to cope with authentication decision for the passing PASs. If there is a UPC in USIM-request, then no other PASs can become an AAA broker.   
3) PAS verify whether there is UPC in the USIM-request. If there is no UPC, the PAS may only relay this USIM-request or the PAS itself can become an AAA broker by appending UPC to this USIM-request as message (2) and forwarding the USIM-request to HAS. In this case, this AAA broker can be regarded as auxiliary HAS. Here, the AAA broker is regarded as an authentication center instead of HAS. If there exists UPC in USIM-request, the PAS only replay this message.

4) On receiving USIM-request, HAS generates AV pairs which are composed of user IDs, RENDs and XRESs, where 
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, MD5 is a hash function proposed in [16], Key is the shared key between MU and HAS. HAS sends these AVs as message (3).  
5) The AAA broker receives and stores these AVs and serves as an auxiliary HAS by authenticate the MUs one by one. 
6) The AAA broker sends the first REND1 from AV1 to the user as the challenge.

7) On receiving the REND1, the MU computes RES1 by using its shared key with HAS.

8) The AAA broker compares RES1 with XRES1. If they are equal, then this MU is authenticated and AV1 is deleted. 

9) When a new request comes from this MU, the AAA broker will repeat from step 6) and use AV2 for authentication. This process will repeat until all AVs are used.   
This authentication mechanism is used in the public 3G mobile networks. It is natural to assume when a mobile user travels to a city, he/she will use the foreign domain more than once. However, how many AVs should be generated at HAS is an optimization problem.     
IV. authentication protocol with local security association control 
In [10], by taking into account of mobility and traffic patterns of a roaming user, Liang et al. proposed a new lightweight authentication protocol with local security association control. 
A Security Association (SA) is a one way relationship between two or more entities that describes how the entities will utilize security services to communicate securely. A SA may contain cryptographer algorithm, keys, lifetime, etc. A local SA control means the SA used for authentication in the foreign domain of LAS is issued by LAS rather than HAS. In the proposed protocol, a MU will own two SAs: one is the predefined SA which will be used to communicate with HAS; and the other is the local SA which will be used to communicate with LAS. The latter may have a much shorter lifetime, and when the local SA is going to expire, the LAS will refresh it.  
A. Overview of Lightweight Authentication Protocol
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Fig. 8 Authentication and Local SA Establishment Protocol [10]
In Fig. 8, the proposed authentication and local SA establish protocol is presented. We assume there is shared key cryptography between any two adjacent AAA servers, i.e., HAS and PAS, LAS and PAS, AAA servers in the hierarchical networks can exchange messages securely. The procedure can be described as follows. 
RAM1: The MU sends Request-Challenge to LAS for some network service.

RAM2: LAS generates a random number and replies it as a challenge. 

RAM3: MU responses the challenge by encrypting it with a shared SA with HAS.

RAM4: LAS forwards M3 to HAS securely though PASs and hierarchical AAA servers.

RAM5: HAS verifies M3, and if it is matched with the predefined SA for MU, HAS generates a new key Kul for local SA between MU and its LAS.  
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where HMAC-MD5 is a hush function [16]; K0 is the predefined shared key between MU and HAS; R1 is a random value generated by HAS; IDMU is the identity of MU; || is the concatenation operation. Finally, HAS replies the request from MU by sending back the following message to LAS securely:  
[image: image11.wmf]0

}

,

,

{

||

||

||

0

1

0

K

ul

F

ALGORITHM

R

F

ALGORITHM

K


([10]), where ALGORITHM is the description of the algorithm selected by HAS for the local SA to perform local authentication; F0 is a random number to avoid replay attack between MU and LAS. 

RAM6: LAS sends MU:
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 ([10]) where LIFETIME is the lifetime for the local SA for MU determined by LAS. 

RAM7: MU replies the value F0 -1 to avoid replay attack. Also, a local SA is established as follows:

local SA ::= {UID; SPI; ALGORITHM; DIRECTION; KEY; LIFETIME}, where UID is the unique ID of the MU; SPI is the Security Parameter Index to identify this SA; DIRECTION specifies the association used for packets arriving or leaving. 
So far, the remote authentication is complete. When MU issues a new request and the local SA is valid within its lifetime limit, the local authentication can be performed between MU and LAS by the following procedure. 

LAM1: MU sends Request-Challenge to LAS for some network service.

LAM2: LAS generates a random number R2 as a challenge and replies it as a challenge. 

 LAM3: MU replies the challenge by encrypt R2 with Key in the local SA; 
LAM4: LAS verifies the response from MU. If MU passes the verification, MU is authenticated.  

B. Local SA refreshment

When the lifetime of the local SA expires and MU is still staying in the domain of LAS, LAS will refresh the local SA by sending MU a new key and the lifetime for the new local SA. The new key is generated by using following equation:  
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C. Determination of Optimal Lifetime
Since refreshing local SA introduces additional cost and long lifetime may waste resource, an optimal lifetime is desired. In [10], it is proved that the solution of equation 
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 is the optimal lifetime, where 
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 is the cost to compensate the risk that one SA is cracked, 
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V. Localized authentication
With the fast ongoing employment of wireless LANs for internet service providing, the need to support of roaming among different wireless (ISPs) became a very vital and essential need for wireless ISPs to construct their subscriber base. Atypical scenario is when the user visits another wireless network; he can use the same authentication credentials that are used in his home network. That will allow the user to enjoy internet anytime anywhere.

In [12], a localized authentication protocol is proposed which makes the mutual authentication between a visited network and a roaming user performed locally without the contact of user’s home network. This protocol will have a significant reduction of the typical authentication time delay performed by other similar protocols. The advantages of this protocol are low time delay and robustness. The proposed protocol avoids the two time-delay factors (the home AAA server processing delay and the transmission delay between the home and visited networks).

The proposed approach for authentication is based on the SSL v3.0 handshake protocol [6]. The major difference adopted by this protocol is to encrypt a user’s certificate efficiently and then explicitly sign the challenge posed from the AAA server by the user. 
The proposed protocol in its most basic form is presented in Fig. 9, showing its cryptographic core. The details on the Packet format are similar to those in the SSL protocol Specification. 
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Fig 9. Localized Authentication

Message flow (1) same as “ClientHello” in SSLprotocol: The user sends a random number NU as user nonce along with D domain name of the roaming user.

Message flow (2) same as “ServerHello” in SSL protocol: 

1) The AAA server will attempt to find its public key certificates CertS signed by domain D received in message 1 and sends the certificate CertS and server’s nonce NS to the user.

2) If it did not find a certificated signed by D then it will abort the session because there is no roaming agreement with this domain. 

Message flow (3):

1) The user employs its home network’s public key to verify the CertS. 

2) The user chooses a random number k as the pre-master secret and then encrypts it by   Enc PKS (k) using the visited network’s public key PKS in Cert S.

3) The user’s terminal applies a pseudo random function to the pre-master secret to derive a key k1. 

4) Then k1 encrypts the user’s certificate CertU by EK1 (CertU) via a symmetric cipher such as the AES-128 with an appropriate mode. 

5) Finally, the user signs the message  N S || N U||  S|| U using his private key SU, by DSA or the RSA methods. Where S and U denote the identities of the visited network and the roaming user, respectively, and “||” denotes concatenation. Note that the signature, rather than message, is transmitted in message 3.

On obtaining message flow 3, the visited network will

1) Decrypt to obtain the pre-master secret k using its own private key SKs.

2) It then applies the publicly known pseudorandom function to the pre-master secret to derive k1.

3) Use k1 to decrypt and obtain the user’s certificate. Since the visited network has the authentic copy of the user’s home domain public key, it can verify the authenticity of the user’s public key certificate and then the validity of the user’s signature.

If all the verifications are valid, the visited network and the roaming user can derive a shared secret based on the pre-master secret and two nonces. Also, following the “Finished” procedures in SSL/TLS handshake protocol, each side will explicitly convince the other side that it already possesses the shared secret, which on the other hand concludes the mutual authentication. 

When the roaming user subsequently moves within the boundary of the visited network, the shared secret can be utilized for an authentication using the symmetric key cryptographic techniques, which are faster and of less power consumption.

VI. TEST METHODOLOGY
A. Test Methodology for Paper [20]
In order to test the efficiency of GUAP, several simulation experiments were conducted. 

The HLR and VLR are simulated on a 2.4 GHz Pentium IV machine, and the mobile client runs on Sun’s KToolbar v.2.0 simulation toolkit [23]. 

The simulations are implemented in Java2 Standard Edition (J2SE) for HLR and VLR, and in Java2 Mobile Edition (J2ME) for the mobile client. 

The cryptographic functions are inherited from the Bouncy Castle Lightweight Crypto API [24] for both J2SE and J2ME.
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Table 1. Average CPU time (in milliseconds) [20]

Table 1 shows the comparison ( in terms of average CPU time in milliseconds) of running GUAP and Zhu et al.’s protocol using the test-beds mentioned above.  The simulation results show that the GUAP computations can be carried out efficiently in a reasonable time by all the parties, either with 512- or 1024-bit RSA. The load on the VLR is particularly low, as a result of the design decision to use symmetric key encryption between the VLR and HLR. 
B. Test Methodology for Paper [9]
The test bed of paper [9] consists of LAS, AAA broker, and HAS. They are geographically separated and connected by routers.   

The performance of the proposed authentication protocol is evaluated by measuring the time spent for authentication. Two suites of experiments are performed according to: 1) the number of users; and 2) the number of proxy agents.   
From result, authentication protocol proposed in [9] reduces the spent time considerably compared with DIAMETER protocols. 

C. Test Methodology for Paper [10]
In paper 3, a very good simulation of the applications of the proposed authentication protocol is given. The evaluation of efficiency of authentication protocols can be transformed to the evaluation of authentication cost. If the authentication protocol is efficient, then the cost should be low; otherwise, the cost is high. The cost of authentication can be evaluated in terms of the number of PASs, requests arrival rates of a roaming MU, the number of roaming users in a LAS, etc. In [10], the authors proposed a comprehensive equation to evaluate the effect of each factor on the authentication cost.  
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is the total authentication cost by processing all the authentication request sent by roaming MUs.
· 
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 is the arrival rate of authentication request to initiate a new network service.
· 
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 is the average residence time of a roaming MU in the foreign network.

· 
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 is the life time of a security association (SA), which is a one-way relationship between communicators that contains keys, cryptographer algorithms, lifetime,  security parameters index, etc. [19]. If a SA is expired, a new SA request has to be issued. 
· 
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 is the signaling cost to refresh a local SA. 
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 is the authentication cost for one authentication with remote HAS of MU. 

·  
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 is the authentication cost for one authentication with local HAS of MU.
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 is the cost to compensate the risk that one SA is cracked.
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 is the factor of increasing risk. 

The costs, 
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, can be evaluated in terms of the number of signaling messages or the number of records associated with the risk of one local SA. The coefficients 
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can be adjusted according to the statistics of the actual networks. 
[image: image38.wmf]T

 is computed as the optimal life time of local SA. Suppose there are 10 hops in AAA hierarchical servers network, we have the following simulation settings. 
	
[image: image39.wmf]m

c


	
[image: image40.wmf]n

c


	
[image: image41.wmf]r

c


	
[image: image42.wmf]c

c


	
[image: image43.wmf]T

(60s)
	
[image: image44.wmf]t

(60s)
	
[image: image45.wmf]l

(per 60s)
	
[image: image46.wmf]b



	24
	4
	1
	2
	10
	505
	0.3
	0.8


After performing the evaluation experiments with above settings, authentication protocol proposed in [10] reduces the costs considerably compared with DIAMETER protocols.

D. Test Methodology for Paper [12]
The test of [12] consists of 2 phases: 

1) Phase I, with a Pentium 4 (2.2 GHz) processor and 512 MB memory. The result showed that RSA encryption or signature verification time is 0.28 milliseconds while the RSA decryption or signature-signing time is 5.53 milliseconds.

2) Phase II ( SSL/TLS protocol ) . In the experiment, the client machine is a laptop with a Pentium 4 (1.8 GHz) processor and 256 MB memory and IMAP server employing the SSL/TLS protocol. The results indicate that the time delay per SSL channel setup averages 24 milliseconds. 

According to the data from the phases 1 and 2, the expected time delay for the proposed protocol is about 30=24+6 milliseconds.

VII. Conclusion

In this survey, we discuss authentication protocols based on AAA architecture in wireless networks. DIAMETER and RADIUS are two of earliest standardized AAA authentication protocols. To improve efficiency or adaptability, many new authentication protocols are proposed in the literature. We discuss four most recent ones. 
For those protocols aiming at improve efficiency, they usually share one common feature: reduce the number of remote authentications by transforming them into local authentications [9, 10, 12]. For those protocols aiming at improve adaptability, they often try to relax some hardware limitation for authentication [20], such as the use of SIM card. 
In addition, we present the test methodologies applied in the papers to measure the performance of these authentication protocols. 
With the rapid development of wireless networks and applications, more challenges for authentication may emerge. The design of future authentication protocols has to meet these challenges.     
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