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1. Introduction
Mobile Ad hoc networks are self-organizing network architectures in which a collection of mobile nodes with wireless network interfaces may form a temporary network without the aid of any established infrastructure or centralized administration.

The characteristics of Ad hoc networks like dynamic topology, infrastructure less and variable capacity links are origin of many issues. Limited bandwidth, energy constraints, and high cost are the problems encountered in this type of networks. In mobile Ad hoc networks, security depends on several parameters like authentication, confidentiality, integrity, non-repudiation and availability. 

2. Attacks in Ad hoc networks and Areas of standardization

Ad hoc networks are exposed to many possible attacks that can be classified into two kinds: passive attacks and active attacks. In passive attacks where the attackers don’t disrupt the operation of routing protocol but only try to discover the information over the link. Defending against such attacks is difficult but nevertheless routing information can reveal relationships between nodes or disclose their IP addresses. If a route to a particular node is requested more often than to other nodes, the attacker might expect that the node is important for the functioning of the network, and disabling it could bring the entire network down. While passive attacks are rarely detectable, active ones can often be detected.
An active attack can mainly be:
· Black hole attacks: A malicious node uses the routing protocol to advertise itself as having the shortest path to the node whose packets it wants to intercept.

· Wormhole attacks:  In this type of attacks, an attacker records packet at one location in the network, tunnels them to another location, and retransmits them there into the network. This attack is possible even if the attacker has not compromised any hosts and even if all communication provides authenticity and confidentiality.

· Routing tables overflow attacks: Here the attacker attempts to create routes to nonexistent nodes. The goal is to create enough routes to prevent new routes from being created or to overwhelm the protocol implementation. It seems that proactive algorithms are more vulnerable to table overflow attacks than reactive algorithms because they attempt to discover routing information every time.
· Sleep deprivation attacks: Because battery life is a critical parameter in Ad hoc networks, devices try to conserve energy by transmitting information only when necessary. An attacker can attempt to consume batteries by requesting routes, or by forwarding necessary packets to the node using, for example, a black hole attack.

· Location disclosure attacks:  It’s an attack which can reveal something about the nodes location or the structure of the network. The attack can be as simple as using an equivalent of the ‘traceroute’ command on UNIX systems. In this attack, the attacker knows which nodes are situated on the route to the target node.
· Denial of service attacks:  Such attacks, generally, flood the network making it crashing or congested. Also, wormhole, routing table overflow and sleep deprivation attacks might fall into this attacks category.

· Impersonation attacks:  If authentication is not supported, compromised nodes may be able to send false routing information, masqueraded as some others, etc.
As a result, Standardization of security mechanisms is important if multi vendor ad hoc devices are expected to inter-operate securely on a large scale.

The areas that are amenable to standardization include:
· node configuration
· key management
· routing protocol security
· Intrusion detection
3. Node configuration

To participate in wide-area IP networking, a host needs to be configured with IP addresses for its interfaces, either manually by the user or automatically. In Ad hoc networks, nodes require support for auto-configuration. Unfortunately, the already existing auto address configuration protocols like DHCP cannot be used since DHCP requires a centralized server which is difficult in ad hoc networks.
3.4 Link-local IP address assignment: A host may automatically configure an interface with an IPv4 address within the 169.254/16 prefix that is valid for communication with other devices connected to the same physical (or logical) link. IPv4 Link-Local addresses are not suitable for communication with devices not directly connected to the same physical (or logical) link, and are only used where stable, routable addresses are not available (such as on ad hoc or isolated networks). Since they specifically target networks where all nodes are reachable by link-level broadcast/multicast or “through a single IP router hop”, their solution is not applicable to the general ad hoc network environment.
3.5 IPv6 address generation based on hardware interface: Another potential solution is to generate the IPv6 addressed by concatenating a well known network prefix with a suffix based on the hardware interface identifier. It suffers from the problems of requiring different designs for different link-layers, non-unique interface addresses in some link-layers or vendors, and changeable interface addresses.
3.6 Distributed dynamic host configuration protocol: It is designed to configure nodes in a MANET. It is assumed that the MANET starts with a single node initiating the configuration process. Once that node gets configured, other nodes can subsequently join and leave the network and the MANET can grow and shrink in size. Hence, MANET initiation is an important task.

· MANET Initialization: When the very first node (requester) wishes to join the network, as part of its initialization process, it broadcasts its Neighbor Query   message and starts the neighbor reply timer. When the neighbor reply timer expires, the requester repeats the process a threshold number of times waiting for at least one response from an initiator. If all the attempts fail (timer expiration), the requester concludes that it is the only node in the network and configures itself with an IP address. 
· New Node Joining the MANET: To join a MANET, a node would broadcast the Neighbor Query message. At least one neighbor that is already part of the MANET responds with a Neighbor Reply message which shall be the initiator. Node ‘I’ then sends a Requester Request message to the initiator node ‘j’. Node ‘j’ maintains the following data structures:

Allocated j: as per node’s knowledge, this is the set of all IP addresses in use in the MANET. 
Allocate Pending j: as per node j’s knowledge, this is the set of IP addresses for which address allocation has been initiated, but not yet completed. The entries in this set have timeouts associated with them, and are purged from the list on timer expiration.
On receiving the Requester Request message from i, node j selects an address, x, that is neither in Allocated j, nor in Allocate Pending j. Node j adds a tuple (x, j) to Allocate Pending j and floods an Initiator Request message to all other configured nodes in the MANET. The purpose of this message is to seek permission to grant address x to the requester. A recipient node of this message replies in the affirmative j if the address is free and update their sets. Otherwise, sends a negative reply where initiator sends an abort message to the requester indicating that it is not possible to configure the requester.

· Graceful Departure of Node: In the graceful departure the departing node should relinquish its IP address prior to shutdown. In such a situation, the departing node floods an Address Cleanup message, containing its IP address, in the MANET. All the recipients of this message delete the departing node’s IP address from their respective sets. 
The proposed solution is prone to denial of service attacks. It is also possible for a malicious node to generate Address Cleanup messages for nodes that are still part of the network. Subsequently, when other nodes try to assign the cleaned up address to new arrivals, the attempts may fail because the node owning the address will reply with a reject message. In the worst case, the negative reply may arrive at the initiator after the initiator concludes that it has received replies from all nodes in the network (members of its Allocated set). This may result in duplicate address assignment.

As a result this solution can tolerate message losses, network partitioning and mergers, it does not account for the possibility of nodes behaving maliciously in the network.
There is a definite need for a standardized, server-less mechanism for the layer 3 and layer 2 configurations of ad hoc network nodes, which is not dependent on the existence of the specific link layer.
4. Key Management:
Efficient and reliable key management mechanisms are the most important requirement for enforcing confidentiality, integrity, authentication and non-repudiation of messages in ad hoc networks.
a. Key management Service through CA: In a public key infrastructure, each node has a public/private key pair. Public keys can be distributed to other nodes, while private keys should be kept confidential to individual nodes. There is a trusted entity called a certification authority for key management. The CA’s public key is known to every node, while it signs certificates binding public keys to nodes. Such a centralized CA-based approach is not applicable to ad hoc networks since the CA is a single point of failure. An improvement is accomplished by replicating the CA, which introduces the problem of maintaining the synchronization across the multiple CA’s, while alleviating the single-point-of-failure problem only slightly.
b. Threshold cryptography: A method for Distribution of trust in the key management service.
[image: image2.png]Key Management Service K/k

st S s

Ko fh | |K2/kz| oo (K /k

sorver | server 2 servern





As shown in the above figure, an (n; t + 1) threshold cryptography scheme allows n parties to share the ability to perform a cryptographic operation (e.g., creating a digital signature), so that any t + 1 parties can perform this operation jointly, whereas it is infeasible for at most t parties to do so, even by collusion. For the service to tolerate t compromised servers, an (n; t+1) threshold cryptography scheme is employed and the private key k is divided into n shares (s1; s2…..sn), assigning one share to each server. For the service to sign a certificate, each server generates a partial signature for the certificate using its private key share and submits the partial signature to a combiner as shown in the below figure.
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In case verification fails, the combiner tries another set of t + 1 partial signature. This process continues until the combiner constructs the correct signature from t + 1 correct partial signatures.
But it places the unreasonable requirement of forcing some nodes to “volunteer” for specific roles, which may not be possible in a commercial deployment where every node is concerned about conserving only its resources.
c. Self organized public key infrastructure: A new public-key distribution system suitable for self-organized mobile ad hoc networks which is similar to PGP in the sense that public key certificates are issued by the users. In this system, certificates are stored and distributed by the users. Each user maintains a local certificate selected by the user according to an algorithm. When user ‘u’ wants to obtain the public key of user ‘v’, they merge their local certificate repositories, and u tries to find an appropriate certificate chain from u to v in the merged repository. Representing the system as a directed graph G (V, E) where V and E stand for the set of vertices and the set of edges respectively. The vertices of the trust graph represent users and the edges represent public key certificates. 
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When user u wants to verify the public key of user v, u and v merge their local certificate repositories and u tries to find a certificate chain from u to v in the merged repository.

The approach is probabilistic, which implies that sig
nificant experience through simulation or empirically will be need to establish the appropriate parameter values for high enough probability of success of nodes in finding key chains to each other.

5. Routing protocol security:
The main sources of threats to routing protocols in Ad hoc networks would be from the nodes that are not part of the network, and the second is from compromised nodes that are part of the network. An attacker can inject incorrect routing information, replay old information, or cause excessive load to prevent proper routing protocol functioning in both cases.
a. Data security based on multipath routing: The protocol exploits the characteristic of existence of multiple paths between nodes in an Ad hoc network to increase the confidentiality. Since the initial message is divided into multiple parts, an attacker if succeeds to have one or lots of transmitted parts, the probability of original message reconstruction will be low.
i. Assumption: The following are the assumptions made before using the protocol:
       (1) The sender ‘A’ and the receiver ‘B’ are authenticated.
(2) WEP (Wireless Equivalent Privacy) is used for the encryption/decryption of all the frames at MAC layer and the authentication of the terminals.
(3) A mechanism of discovering the topology of the network is available.
(4) The used routing protocol supports multi-routes.
ii. Description: The protocol takes into consideration the network topology. It uses n routes (n ≥ 3) among N available ones existing between the sender and the receiver. Out of n routes, there exist two types of channels. The first type is dedicated only for signaling. The second carries the user data. The first type needs one link and the second (n-1) ones. For this reasons, the minimum number of n would be 3 links. With only two, the initial message can’t be divided into shares.
The original message m is divided into (n-1) parts; each of them has a unique identifier. The protocol generates, then, a random number x (1< x ≤ (n-1), x integer) to be sent on the signaling channel, then the divided message parts are paired using an XOR operation related to x. Every combination is sent over one of the (n-1) channels. The xth part is sent in plain text. It will be the start point for receiver to find other parts.
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About the dividing the messages, the Linear Coding Theory approach can be used. The channel coding operations are performed using linear algebra over GF (2m) where m>=1. As m gets larger, the field GF (2m) becomes bigger and so we get greater degrees of freedom in generating the code. But since it is harder to implement a code that requires a large m, it is desirable to find the smallest m that satisfies the design requirements.
Algorithm can be run with both reactive and proactive routing protocols. Proactive methods maintain routes to all nodes, including nodes to which no packets are sent. Such methods react to topology changes, even if no traffic is affected by the changes. They are also called table-driven methods. Reactive methods are based on demand for data transmission. Routes between hosts are determined only when they are explicitly needed to forward packets. Reactive methods are also called on-demand methods.

The position of SDMP:
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A layer situated on top of the transport (TCP/UDP) is the SDMP to secure sent data. Specific header, called SDMP (Secured Data based Multi Path) header will be added for useful information to ensure security. The Secured Data based Multi Path (SDMP) protocol introduces a set of features that can be incorporated with low overhead without modifying low layers protocols. Both sender and receiver should use SDMP layer to be able to use this protocol.

The SDMP header:
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• Flag: to denote nature of SDMP packet (plaintext data or XOR combination).

• Seq num: to identify sent fragments.

• Attempt num: for retransmission management.

• Rem adr num: number of nodes remained to pass by.

• IP adr list: contains IP addresses of nodes to pass by to reach destination.

• Combined data: fragments combination result.
iii. Improvements (Error and Retransmit management): A mechanism of retransmission and error control is integrated in the protocol in order to stage the problems of transmission in air interface or the action of a compromised node. At first, sender has a buffer (SDMP buffer) where all parts are stored since sender is not sure that all message is properly received. Before starting to transmit a message the sender broadcasts in the network a packet indicating the size of the message which the source wants to send. This packet is used by the receiver to check if fragments of the message were lost during the transmission.
Moreover, as the message is broadcasted, several copies will be received by the recipient, and the destination can detect if one or more routes are compromised. In addition of this, the value of C (XOR combination of all parts) will help receiver to determine there are errors in receptions or no as shown in the figure.
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C = c1 [image: image9.bmp] c2 [image: image10.bmp] …[image: image11.bmp] c n-1 will be used to check if there are errors or no in received parts and to manage retransmissions. Receiver will compute its own C and compare it with the received one, if it is the same, and the received message size is the same one as the one at the receiver side, the message will be considered safe, else retransmission mechanism will be used.
After the transmission of the various fragments of the message, the receiver can determine the parts that were lost during the transmission because every part is sent twice. That means that receiver can compare by very simple XOR combinations if all received part are the same on reception links or not.

For retransmission, a message is broadcasted by the receiver towards the sender, indicating the fragments of messages to be retransmitted. If a compromised node uses this method in order to get the entire message, the sender will be able to detect it insofar as the message is received on several ways. When the sender receives the requests for retransmissions it will extract needed parts from its local buffer and broadcast them in the network.
The advantage of the method is that it does not require an additional signaling to detect the compromised node. The drawback is that it causes a wasting of the bandwidth.
iv. Experimental results: To implement the algorithm, a Client/Server model is developed to represent sender/receiver. The n connections between Client and Server are represented by n TCP/IP connections. The two Java modules communicate by Sockets. The resources used as Client a laptop (PIII at 1.20 GHz, 256 MB RAM) and as Server a PC (PIII at 800 MHz, 256 MB RAM). Primary performance evaluation tests were performed. At first, data reception time was evaluated. To do that, case of sending data using the algorithm (n=8 and n=4) and case of using classical method using one channel and without combination are compared. The transmitted file is 448 Bytes length and length of each bloc is 64 Bytes. Obtained results are represented in below figure.
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In the second test, different block sizes at each data transmission were used. A base file of 19200 Bytes was used and Client and Server for n=8 and n=4 were executed. The results are these experiments were as represented below,
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The execution time of Client and Server modules using 8 links is, in the two graphs, more important, but stays acceptable. Like in all security solutions, time is a critical parameter impacted by evolution to a secured system. In our solution, the more n is important, the more the confidentiality is reinforced. Thus, from these graphs it is understood that time is the cost to pay for more security. 
v. Drawbacks of the protocol:
· Diversity coding provides single line failure with only one extra line instantaneously without communicating with the transmitter. But this feature is not made use of in the protocol.

· A particular sequence has to be followed to get each message parts. If a message part is lost, all the remaining parts cannot be obtained until receiver receives the lost message part.

· More bandwidth is consumed for transmitting the message.
vi. Advantages of using the protocol:
· Provides double encryption. Since the WEP is a weak encryption method. It uses shared static keys of fixed lengths. This means that cracking it is a relatively simple matter of collecting enough packets to determine the key by brute force.
vii. Other routing protocols based on multi path routing
· SPREAD (Security Protocol for Reliable data delivery): Here message parts are obtained using secret sharing schemes (e.g. threshold secret sharing system) which provides maximum security along with reliability of some extent.
· Split multi path routing: This uses the source routing. The message parts are sent on maximum routes with maximally disjoint paths. The protocol builds multiple routes using request/reply cycles.
b. Dynamic Source Routing: Source routing is a routing technique in which the sender of a packet determines the complete sequence of nodes through which to forward the packet; the sender explicitly lists this route in the packet’s header, identifying each forwarding “hop” by the address of the next node to which to transmit the packet on its way to the destination host. When a host needs a route to another host, it dynamically determines one based on cached information and on the results of a route discovery protocol.
Dynamic Source Routing, unlike conventional routing protocols, does not use periodic routing advertisement messages. But Dynamic Source Routing assumes that all hosts wishing to communicate with other hosts within the ad hoc network are willing to participate fully in the protocols of the network. In particular, each host participating in the network should also be willing to forward packets for other hosts in the network.

Route discovery allows any host in the ad hoc network to dynamically discover a route to any other host in the ad hoc network, whether directly reachable within wireless transmission range or reachable through one or more intermediate network hops through other hosts. A host initiating a route discovery broadcasts a route request packet which may be received by those hosts within wireless transmission range of it. The route request packet identifies the host, referred to as the target of the route discovery, for which the route is requested. If the route discovery is successful the initiating host receives a route reply packet listing a sequence of network hops through which it may reach the target. In addition to the address of the original initiator of the request and the target of the request, each route request packet contains a route record, in which is accumulated a record of the sequence of hops taken by the route request packet as it is propagated through the ad hoc network during this route discovery. Each route request packet also contains a unique request id, set by the initiator from a locally-maintained sequence number. In order to detect duplicate route requests received, each host in the ad hoc network maintains a list of the initiator address, request id pairs that it has recently received on any route request.

In case of a link failure, the node that can not forward the packet to the next node sends an error message towards the source. Routes that contain a failed link, can ‘salvage’ the route by bypassing the bad link.

The following ways of attacking DSR, targeting availability, integrity, confidentiality, non-repudiation, authentication, access control or any combination thereof:

1) Incorrect forwarding: acknowledge ROUTE REQUEST, send new request or do not forward at all. This works only until upper layers find out.
2) Bogus routing information or traffic attraction: reply to ROUTE REQUEST, also gratuitous, to advertise a non-existent or wrong route.

3) Salvage a route that is not broken. If the salvage bit is not set, it will look like the source is still the original one.

4) Choose a very short reply time, so the route will be prioritized and stay in the cache longer.

5) Set good metrics of bogus routes for priority and remaining time in the cache.

6) Manipulate flow metrics for the same reason.

7) Do not send error messages in order to prevent other nodes from looking for alternative routes.

8) Use bogus routes to attract traffic to intercept packets and gather information.

9) Use promiscuous mode to listen in on traffic destined for another node.

10) Cause a denial-of-service attack caused by overload by sending route updates at short intervals.

c. Grudging Nodes in DSR: Once non-cooperative behavior has been detected and exceeds threshold values, an ALARM message is sent. In the following diagram, A sends data and receives an ALARM from C that D does not forward.
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Node ‘A’ shall ACK the Node ‘D’ about the ALARM and would try to use an alternate path as shown in the below given diagram.
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Since each routing protocols would need to overcome their individual design vulnerabilities, security mechanisms for detecting/mitigating generic routing vulnerabilities as applicable to ad hoc networks need to be identified and standardized. 

6. Intrusion Detection:
In an ad hoc network, the primary relevant differences are the non-existence of natural traffic concentrators such as firewalls/gateways, localized communication pattern due to bandwidth and power constraints and significant resemblance between normal and anomalous node behavior. These differences motivate the standardization of intrusion detection techniques for ad hoc networks.
a. Intrusion Detection in Ad hoc networks: In this architecture every node in the wireless ad-hoc network participates in intrusion detection and response. Each node is responsible for detecting signs of intrusion locally and independently, but neighboring nodes can collaboratively investigate in a broader range.

In the systems aspect, individual IDS agents are placed on each and every node. Each IDS agent runs independently and monitors local activities (including user and systems activities and communication activities within the radio range). It detects intrusion from local traces and initiates response. If anomaly is detected in the local data, or if the evidence is inconclusive and a broader search is warranted, neighboring IDS agents will cooperatively participate in global intrusion detection actions. These individual IDS agent collectively form the IDS system to defend the wireless ad-hoc network.
The following is the conceptual IDS model at every system in the ad hoc network.
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To analyze the data traces gathered, a few expert rules cannot be used for detecting few known attacks since the number of newly created attack types mounted on wireless networks will increase quickly as more and more network appliances become wireless. Therefore IDS for a wireless ad hoc network should mainly use statistical anomaly detection techniques. 
In general the procedure of building such an anomaly detection model is as follows:
· The normal profiles (the normal behavior patterns) are computed using trace data from a “training” process where all activities are normal.

· The deviations from the normal profiles are recorded during a “testing” process where some normal and abnormal activities (if available) are included.
· A detection model is computed from the deviation data to distinguish normalcy and anomalies; although there will always be “new” normal activities that have not been observed before, their deviations from the normal profiles should be much smaller than those of intrusions.

Standardization of the intrusion detection mechanisms and processes enables nodes from multiple vendors to share information and collectively determine the intruding node(s).

7. Conclusion:
Even though significant research work exists in the above areas of ad hoc networks, little or no attempt has been made to standardize mechanisms that would enable multi vendor nodes to inter-operate on a large scale and permit commercial deployments of ad hoc networks. Based on the requirements for each of the identified areas, candidate proposals will need to be evaluated.
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